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SUMMARY OF REPORT

The report consists of papers written in six research areas.

Most of these papers have been published in journals or conference

proceedings, or are soon to be published. A few are taken from

earlier semi-annual reports.

The six research areas are Packet Radio Networks, Adaptive

Routing, Algorithms, Network Design, Switching Techniques, and

Local Area Networks.

In the area of Packec Radio Networks, our results on the

throughput analysis of Multihop Packet Radio Networks was first

presented at ICC'80 (A.1). An expanded version with extensions has

been accepted for publication in the IEEE Transactions on Communica-

tions (A.2). Further extensions are presented in pipers A.3, A.4,

and A.5. In this work we developed an algorithm for finding the

throughput of Multihop Packet Radio Networks with arbitrary

topologies, sizes, connectivities, traffic requirements, and routings.

Details of the algorithm are given in paper A.6.

Our work on Adaptive Routing was first presented at NTC'76.

It was further reported on in the IEEE Transaction on Communications

in an invited paper in April 1981 (B.1). Extensions to this work are

presented in papers B.2, B.3, B.6, and B7. Our approach involved

two levels for adaptive routing - a slowly varying global level and a

dynamic local level. This partition produced a stable routing that

was amenable to analysis. We showed that significant performance

improvements were obtainable. A control theoretic approach applied

to traffic networks is presented in papers B.4 and B.5.

• -8-



Our work in the area of algorithms has focused on finding ap-

proaches to solving intractable problems which arise in the design and

analysis of networks. Several of these papers (C.1, C.2, and C.4)

deal with the solution of specific fundamental problems. Others (C.5,

C.6) deal with the application of probabilistic methods to the solution

of a broad class of problems. Finally, in C.3, we present a method

of directly trading computational complexity for solution accuracy in

the solution of combinatorial optimization problems.

Our work in the area of Network Design has led to solutions to

specific problems in several areas including centralized networks

(D.1, D.2), and circuit switched networks (D.4, D.5, and D.6). It

has also resulted in the development of a facility location algorithm

(D.3) which has been applied to the location of earth stations and

packet radio repeaters in broadcast networks.

In section E, we present our work on an Information Theoretic

approach to communications in networks (E.1 and E.2), on a compari-

son of packet switching and character switching, including an optimum

packetization strategy (E.3), on optimal multiplexing in Integrated

Switching schemes (E.4) and on Integrated Satellite Access (E.5).

In papers F.1 and F.2, we present some work on Local Area

Networks for which we evaluate performance and assess the impact of

user interface architecture.

Most of the work reported upon here was supported by the US

ARMY (CECOM). Portions of this work were also supported by the

National Science Foundation, by Network Analysis Corporation, by

General Telephone and Electronics, and by IBM's Federal Systems

Division. Research not supported under this grant is indicated by an

-9-S
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asterisk in the table of contents and is included to complement the

other research reports and provide a more complete record of our

activities.
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THROUGHPUT ANALYSIS OF MULTIHOP PACKET RADIO NETWORKS-

Robert R. Boorstyn and
Aaron Kershenbaum Veli Sahin

Polytechnic Institute of Bell Laboratories .06
New York Holmdel, New Jersey 07733

333 Jay Street,
Brooklyn, New York 11201

ABSTRACT

We consider the problem of obtaining exact expressions for throughput and blocking
probabilities in multihop packet ratio networks operating under CSMA. We obtain exact results
for a general class of message lengths, for general topologies, and for perfect capture. These e
results are obtained by assuming perfect acknowledgments.

1. INTRODUCTION

We consider the problem of obtaining exact expressions for throughput and blocking

probabilities in multihop packet radio networks operating under carrier sense multiple access

(CSMA). Procedures are developed which can be used to analyze general topologies for a

general class of packet length distribution. Examples of chains, rings, and stars are presented.

II. THE NETWORK MODEL

We consider the problem of analyzing the throughput capability of a multihop packet

radio network operating under carrier sense multiple access (CSMA). Thus, we assume that

the network is comprised of terminals equipped with radio transponders suitable for

broadcasting data over a limited distance. In general, the source and destination terminals

* t This research was partially supported by USARMY CENCOMS under contract DAAK 80-80-K-0579, and by the
National Science Foundation under grant ENG-79-08210.
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cannot hear each other directly, and the data has to be relayed by one or more intermediate

devices. A separate set of devices, called repeaters, may exist for this purpose, or the terminals

themselves may relay messages for one another.

Control of the network is completely distributed, i.e., no station or central control

mechanism is assumed to exist. Rather, we assume that each source terminal has prestored

one or more routes to all destinations and includes all necessary routing information in the

packets if transmits. These assumptions are made merely to simplify the presentation. In fact, 1-

the results presented are valid for networks using alternate routing as long as routing changes

are not made over short time intervals. One of the motivations for this study came from a

consideration of the design of routing procedures for such networks. It was necessary, 60

however, to first develop an understanding for the throughput of various topologies.

Exogenous traffic is modeled as independent Poisson processes arriving at each

source node, with appropriate rates and packet lengths. The topology is specified by a listing of

which terminals (or repeaters) can hear each other. In the remainder we will not distinguish

between terminals and repeaters and will refer to them collectively as either terminals or nodes.

In general the transmissions of one terminal can be heard by many other terminals. The

routing will specify which terminal is to repeat the -packet, if necessary.

If two or more transmissions are simultaneously heard by a terminal (called a

collision') at least one, and possibly both, is 'lost' and must be retransmitted. We assume

retransmissions are scheduled at a random instant in time sufficiently far in the future so as to

preserve the Poisson nature of the combined traffic stream, which now consists of exogenous

traffic and rescheduled traffic. For this study, we assume that a packet can be retransmitted as

many times as is necessary, i.e., that there is no maximum allowable number of

retransmissions. 4

At any time, terminals may either transmit or receive, they cannot do both

simultaneously. Before transmitting, a terminal senses the channel. If it detects that any of its

• .e0
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neighbors (i.e., terminals that it can hear) are transmitting (by, e.g., sensing a carrier) it

reschedules the transmission as for collided packets above. If at the scheduled time for a

transmission, the terminal is already engaged in transmitting a packet, the new packet is also

rescheduled as above. Thus packets are continually rescheduled until they are successfully

delivered to the next terminal on their route. We assume that the total stream of traffic

scheduled by any terminal is a Poisson process. This includes originating traffic and packets

rescheduled either due to collisions or due to the channel having been sensed busy. This 0

scheme is called carrier sense multiple access (CSMA). The Poisson assumption is valid for the

assumptions made above and will yield accurate results for throughput. Compromises will have

to be made, however, if an accurate picture of time delays is to be considered. '0

It is possible, due to non-zero propagation delay, that collisions of transmissions

from neighboring terminals may still take place despite the CSMA strategy. This will occur if a

terminal senses the channel before another terminal's transmission is received. This effect is

small if terminals are reasonably close or are not transmitting at high speed. We will ignore this

phenomena here, and assume that all transmissions are instantly heard by their neighbors.

A passive acknowledgment is used for transmission to neighbors. The transmitting

terminal listens to the channel to hear if a packet is being rebroadcast by a neighbor. If after a

prespecified time interval, the transmitting node does not hear the packet rebroadcast, it

retransmits the packet. But the packet may have been successfully received by the neighbor
L

even though the originator does not hear the rebroadcast. Duplicate packets may be

transmitted and deleted only at the final destination or they may be detected and deleted earlier.

An end-to-end acknowledgment is returned to the originator from the final destination. In this

paper we assume that passive acknowledgments are always heard and ignore the effect of end-

to-end acknowledgments. Alternately, these acknowledgements could have been added to the
q'0,

required traffic. (In a sequel paper, the effect of passive acknowledgements will be studied).

We depict the topology of the network by a graph where terminals are represented
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by nodes. The nodes are connected by a link if they can hear each other's transmissions, i.e., if

they are neighbors. As an example see Figure 1. Node A can hear node B, but not node C.

Node B can bear both nodes A and C. Node C can hear node B, but not node A. If node A is

transmitting to node B and node C begins transmitting, then the transmission from A to B may

be lost depending upon the *capture' assumptions we make. A conservative assumption is that

the A to B transmission is lost - this is known as zero capture. Alternatively, perfect capture

assumes that this transmission is successfully received. Half-amplitude capture assumes that

the transmission is lost if C dominates A at B. This can happen if C is closer to B than A is to

B, or has a greater signal strength perceived at B than A has. If A dominates C, then the

transmission is successful. However, in all cases of a collision we assume the later transmission

is lost. Thus if C is transmitting to B, this packet is lost in all cases. We will consider only

perfect capture situations below. Note that under CSMA if node B is transmitting, neither A or

C is allowed to transmit.

We assume that a routing has been specified. This takes the form of deciding which

of the neighbors are to rebroadcast a packet from a particular source to a particular destination.

Thus the amount of traffic that a terminal wishes to send to its neighbor can be computed. If .

these rebroadcast packets are scheduled at a random time far in the future the Poisson

assumption for traffic streams is preserved. We assume that the traffic between neighbors is

specified and form independent Poisson processes. We assume that the packet length is

reassigned independently at each hop. This is analogous to the 'independence assumption" in

queuing networks.

The details of CSMA for a single hop network can be found in the papers by Tobagi

and Kleinrock (1 ) . Tobagi has also developed some simple models for two-hop networks (2 ).

Details of a packet radio network can be found in a paper by Kahn ( 3 ) . A discussion of routing

in multibop packet radio can be found in the paper by Gitman, Van Slyke, and Frank (4 ). An

earlier version of this paper was presented at ICC'80(5). More details can be found i the

thesis of Sahin(6).
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I G. GENERAL REI LI S
0

In this section we develop s r. c n ,c , '.h..t ,rr ,.li,

network .,,e have modeled above using CSN\1 and Aith an arbitrar; packet ,

Let i be a node. n, one of its neighbors, N," the set of all the neighbors of i. and \ j-t
all i's neighbors. including i Let g, be the total rate (in packets 'sec !'all ch edu!JC . 

'--1"

node i. This includes originating traffic and all rescheduled traffic and is assumed to be P r!' . V

i.et l/, be the average length of packets transmitted by node i. Let (, =.

normalized rate.

Node i is either busy (transmitting) or idle. It will transmit a scheduped ,-

the instant it is scheduled all nodes in N, are idle. Let A be a set of nodes t e, P "

probability that at a random instant all nodes in A are idle. The nodes n,! in .

not be idle. Similarly P(i), P(i,A), P(A,B) are the probabilities that is idle ,, d'

in A are idle, and all nodes in A and B are idle. AP

Since traffic is scheduled at node i with a Poisson rate g,. ill be trar.-n.

N, is idle, and transmissions have average length 1/g,, the probability that i i bus s g

l-(i) = GP(N,)

If i is busy then under CSMA, n, must be idle. Then since

P(n,) = P(n,,i) + P(n, 1i busv I)-P(i)

and P(n, ii bzs)') 1. we have

P(n')' P(n, P(i) - 1

0 Sirnilarl, if A .V,'

, 0
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letting .4 ., in equato i

1. V P N," )/P(iJN')

we get

Pi!.,) = l (4)I -G,

Equation (4) is often found in CSNIA literature.

A packet from i to n, will be transmitted when it is scheduled if N, is idle. During

the transmission all nodes in N," will be idle. It will be successfully received at n, if all

neighbors of n, not in , are also idle at the beginning of transmission. Otherwise a collision

will occur. Let s.,,, be the rate in packets/see, determined by the routing and assumed Poisson,

of the traffic that i wishes to send to n,. This is the required throughput or offered traffic. Let

g. be the rate of all scheduled traffic from i to n,. We have also assumed that all these

sireams are Poisson and independent Of these g,.,, packets per second. s,., must be

,uccessful. Thus

9 st ,. .5", ,

P(N,,Nn) (5)

',here 5, = S, and G, =g, ,

The ioul scheduled tr . .:- ,,ed at a node is given by

S,\

; -m cquations I i through l ' , . . .'. a relation between the S,,,, and G, ,

. . . .la d I :I I I -I I- l I I - I I 
I

I 1
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determine the maximum S,, the netork can support This %e call the (maximum i
* S

throughput or capacil In the next sec,on %e develop this relationship for exponenti.i] packe:

lengths and arbitrary, topologies. Later we extend the analysis to a general class of packet

length distributions.

IV. EXPONENTIALLY DISTRIBUTED PACKFT LENGTHS

If the packet lengths are exponentially distributed, then the system can be viewed as

a Markov process where the states are identified by which nodes are idle and which are busy

Let D be a set of busy nodes. Because of CSMA. no nodes in D may be neighbors of each

other. Let Q(D) be the probability that at an instant of time, all nodes in D are busy, and all

nodes not in D, are idle. Then each set, D, represents a state in a Markov system, and Q(D) is

the state probability. In particular, the null set D = p, represents the state that all nodes are

idle.

Assume the system is in state D. It will leave the state if any itD stops

transmitting. This happens with rate ;4j. Thus the transition to state {D-i} occurs with rate u,.

The only other way to leave state D is for one of the idle nodes that is not a neighbor of an) .

ieD to begin to transmit. This occurs with rate g,. Let ND be the set of all neighbors of all

nodes in D. Then the transition from D to {D+j}, jNND, occurs with rate g.. The global

0 balance equations for this system are

(2; pi + 2; gj)Q(D) = 2 g, Q(D-i) + gj us Q(D+j) (7)

where D is one of the special sets defined above.

It is easy to see that these equations are satisfied by

Q(D Q(D-i) = GQ(D-.). uD (
As,

* 5 .. i + +
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Thus

Q(D) = I G) Q(o) (9)
I*D

where we adopt the convention that fl G, = 1. Summing over all D, we get

Z Q(D)- E [n Q((A)]I (10)
dID aiD

In the previous section we found we were interested in quantities like P(A), where

A is any set of nodes, and P(A) is the probability that all nodes in A are idle, and all nodes not

in A may or may not be idle. This can be found by summing Q(D) over all sets D that do not

contain nodes in A. Thus

n (fG,)

P(A) ==  Q(D)- I (IA G. 0 1)
D CA¢r 2; ( nG

DCN i*D

where D CAC refers to all such sets contained in the complement of A and N is the set of all

nodes. We adopt the shorthand notation.

SP (B) 1 (G,) (12)
DCB

where SP refers to sum of products. Thus

P(A) -SP(A')/SP(N) (13)

Equations (5), (6), and (II) can be used for any topology to generate the solution

to oiur problem. The equations relating the S,,, G,., and G, can be solved iteratively For

example, equation (5) now becomes
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S,,, SP([.\'+.' ]4-= - l4) 0
G, .^ SP (N)

where by A+B we mean the union of A and B.

Evaluation of sums of products in equation (12) are made easier by the following

two rules. Consider two sets of nodes A and B such that no node in A can hear any node of B.

Then

W

SP(A+B) -SP(A) SP(B), A B = (15)

Also,

SP(A) =SP(A-i) + GSP (A-N), iEA (16)

To prove these rules just consider all products. We have successfully evaluated many complex -

topologies with these procedures.

There are other relations which will be found useful in extending our model to more

complex situations. We prove some of these below. Let C be a cut, i.e., a set of nodes that

divides the network into three parts A, B, and C, where A and B have no neighbors in common

as in equation (15). Let AA I + A 2, B - B, + B2 where A1 A 2  BIB2 = t. Then

P(AIIC,Bi) - P(A,,C,BI) SP(A 2+B 2) SP(A 2)

P(C,B) SP(A+B 2) SP(A)

But

P (A1,C) SP(A 2+B) SP(A.)P (A]C)
P(C) SP(A+B) SP(A)

Thus

92
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P(A JC,B1 ) =P(A IC), C a cu (17)

we also have

P(AI.B IC) P(A, C)P(B, C), C a cut (18) -,

In particular if C " Ni, then

PUiIN,B ) = P(i N), B CNc (19) l

V. A GENERAL CLASS OF PACKET LENGTH DISTRIBUTIONS

In this section we extend the results just proven to include a general class of

distributions for the packet length. We will show that the procedures developed for perfect

* capture are independent of packet length distribution. To prove this we start with a simpler

extension. In the above we assumed that all packet lengths are exponentially distributed and

have the same mean when transmitted by a node to any of its neighbors. Different nodes may

transmit different average length packets, however. Now assume that while all packet lengths

are still exponentially distributed, the average length packet transmitted from a node may be

different to each of its neighbors. This will be useful in analyzing different protocols (to be

presented in a sequel paper) but is presented here as the first step in the desired extension.

Now the state of the network depends upon who is transmitting and to whom. We

can keep the same structure by breaking every node into a set of "micronodes", one for each

neighbor. These nodes may be indexed by (i,n,). If i is transmitting to n, then this node is p

active, otherwise it is idle. Micronodes are connected in our topology if they can hear each

other. Since CSNIA still prevails, all micronodes for a given node are fully connected.

Furthermore all micronodes for nodes that are connected in the original topolog are also fully ..

connected The analysis now proceeds as above since the Markovian propert has been

maintained. For example, equation (14) still holds, but now N,, and N,, are collections of

*1



miconodes Note that , contains the full set of micronodes for i and all neighbors ofi S,

and G,., have the same meaning as before However the. are normalized b. .,, the

average packet length for packets going from i to n,. The terms in the sums of products are

G,.,, for the micronodes.

Let A contain full sets of micronodes and include the node i. Then from equation

(16)

SP (A) =SP [A -(i,n, )] + G, .,SP (A -N (20)

Here we have used the fact that N(,.) - N,, and the notation that N is the set of all

micronodes of i and neighbors of i. Since this is equivalent to the original set of node

neighbors of i we keep the same notation. Repeating for all neighbors of i we get,

SP(A) -SP(A-i) + ( G,,)SP(A-N,) (21)

If we let

G"g._ = G.,= ,,/u., (22)
d, 91 j 

!

then equation (16) is preserved. In a similar manner all previously derived equations can be

maintained where G, takes on the definition in equation (22). Here l/, is an average packet

length, averaged over the different average packet lengths to different neighbors in proportion

to their scheduled rate.

We now prove our main theorem for this section. Assume that the length of

* packets transmitted from i to n, has the density

" - - - - - -
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, ,,(x ) = a , ,,, • , e ( 2 3 )
A1

where

a, 0 and ai,,,,d  I

Thus the length is distributed as a positive sum of exponentials. Another way of looking at this

is that the a's are the probabilities of choosing the associated exponential density. Now create

micronodes for each triple (i,n, ,j). Here we use

S,..i -si..j/#.,ij where . aj , jSi. .The micronodes for some i and any ni are

fully connected as are the micronodes for neighboring nodes. Equations (20) and (21) now

become

SP (A) SP [A - (i,n,,j)] + G,,,JSP (A -N,) (24)

and SP(A)SP(A--i)+ [2;G,,R4 ]SP(A-N) (25)

In the same manner as above, we let

G , a-. --- = .a ,.,, 1 = "' = _.,

These equations are used to find P(A) in terms of G, and are identical in form to those derived

for exponentially distributed packet lengths.

Equation (5) in turn comes from

.......................................................
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G,.1.1 P -A,.'),

Summing overj, we get equation (5)

$ ,., = s,,. G,,P(N1V +'I,) (28)
I

Thus all relations between the G's and the S's are preserved. The actual nature of the problem

is taken into account by the relationship between the S's and the normalization by the u's.

We can now restate the above theorem. Let i be any node and j*N, the

neighborhood of i. Let sj be the successful (desired) rate from i to j, in packets/sec. Let the

density of the packet lengths be 0

f1 j (x) - . a~jkjjkexp - J. where Aijk > 0, ai,j.k -- 0.
k

and 2 aijk - 1.
k

Let l1/jM = a adk/ jj be the average packet length, in seconds. Let Sj sjj,1/A. Then
k

* -S

S,.
G,=" P(N UNj) a function of (GI,G 2, '

where

G, G,,

Proof:

let S,,j.k = a, .j.k s, .

Then s,.k = a,j.k Si, = P(N, UNj)g,j.k

S1
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where G, T G,. .

A. , , kj , j k

Dividing s,,j. by u,,j.k and summing over k. we get

Si,, =P(N, UNJ)G,,,

VI. EXAMPLES OF THE PROCEDURE
"'I

As an example consider the chain of four nodes shown in Figure 2. We assume

S12 -S 21 =S 23 - S32 = S 34 = S43 - S for simplicity, and perfect capture. Also note that

G12 - G1, G 43 = G4 and by symmetry GI = G4 G 21 = G3, and G 23 - G 32. Also from

equation (6), G2 - G2 1 + G 23 = G3. From equation (5), we have

S - P(1,2,3) , = P(1,2,3,4)
G P( G21 G 23

But

SP(N) - . (IGi) = 1 + G, + G 2 + G3 + G 4 + G1 G3 + G 2G4 + GIG 4
i4D

= 1 + 2G, + 2G2 + 2GIG 2 + GA

and

P(1,2,3,4) - 1/,, P(1,2,3) = (!+G4)/A = (]+G )/A

Solving, we get

G2 = G1(2+G 1 ) and S - G(I+G1 )/A

or

S - GI(I+GI)/(+6G,+7G$+2G ).
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We can now find the maximum value of S possible, the throughput of the chain, which is .128,

obtained when G1 = 0.71,

In general the equations cannot be solved as simply as for this four node example.

Equation (11) is used to get expressions for P(A) in terms of G,. Then equation (14) is used

to get expressions for S.., in terms of G,., and P(A). Equation (6) provides the relation

between G, and G..,. The S.., are found from the offered traffic, the routing, and other

assumptions and are considered as inputs. The equations are iterated until a solution of G's for

a set of S's is found. The maximum set of S's possible is considered the throughput, or

capacity, of the network. For some modest size problems, as above, the equations can be

solved directly.

As a second example consider the star topology shown in Figure 5. Here assume

there are L legs of N = 2 nodes each. Denote the center node by 0, the nodes one hop out by

I, and the other nodes by 2. Further assume symmetrical traffic in the nodes and

SoI ' S10 - S 12  S 21 = S. Then IS is the total traffic successfully transmitted by node 0. The

equations are

Sol S So S P(all but L-1 #2 nodes) = SP(L -1# 2 nodes)
Go, G0  G10  G10  SP(N)

= (l+G 2)L-/A -

Si2 S S 21  S P(0,1,2) SP(L-I legs) (+G+G 2)L-/.

G 12  G12  G21 G 2  SP(N)

where

A - SP(N) = (I+G+G 2 )L + Go(I+G2 )L

G I - G10 + G12

But G1o Go/L and G12 - G 2, so G =G2 + Go/L. Thus we have two equations:
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LS/Go (I +G2)L -/A and S/G 2 = (1I2G,+g(iL)L-/A

For any S < Sm, they can be solved for Go and G2. Alternatively for any Go we can find the

corresponding G 2 by solving

Go( I+G 2) L- G2(1+2G 2+GWL)L-.

Then the relation between S and G2 can be studied. We then find the maximum S, SM,

possible. LS,. is the maximum throughput of the star.

For larger problems we will get several equations of the form

GO - LSA/(I+G 2)L
-  ,

G 2 - SA/(l+2G2+GodL)L-

For any S we solve these iteratively. Since Go :- LS, G1  2S, and G 2 - S, the lower

bounds are good starting points for G,. For S sufficiently less than S". we have found the

iteration converges monotonically and rapidly. As S approaches S.,, from below the

convergence is still monotonic but slows appreciably. For S > Sm, the iteration does not

converge and often diverges dramatically. We have uncovered no serious numencal problems

with this procedure in the many examples we have evaluated.

VII. NUMERICAL EXAMPLES

We consider here three different topological structures with exponentially distributed

packet lengths and perfect capture. We assume all S,.,, - S, for all i, and take full advantage of

symmetry The three topologies, shown in Figures 3, 4. and 5. are a chain, a ring, and a star,

all with various lengths. In each case we find the maximum throughput. S. These are given in

Table I.

The maximum one way throughput for a long chain is S = .086. This throughput is

approached when the lengths of chains exceed 10. For smaller length chains the throughput is

'
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higher. In CSMA transmissions of neighbors may not overlap in time. Since each nodes

transmits successfully 2S packets per average packet transmission time, then we must have S <

11/5. The throughput is slightly snti~-ler" than half of this limit. The cause of the reduction is

collisions from transmissions two hops away, the so-called "hidden terminals'. The throughput

of S = .086 for a chain, although the maximum possible, is not a useful operating point. As in

ALOHA, this is the point at which delays become infinite and the system is unstable. The

network would have to be operated at some lower level.

It is instructive to compare the performance of multihop CSMA with that of slotted

ALOHA. Let p be the probability of transmission in one direction at a node. Then S = p(l-

2p) 2 for a long chain. S,,,1 here is .074 which is approximately 14% less than that for CSMA.

There are two factors working here. CSMA will produce less collisions since neighbors will not

interfere with each other. Hidden terminals will still produce collisions. (All terminals are

hidden in ALOHA). But CSMA prohibits possible successful transmissions. For instance,

node 3 can transmit successfully to node 2 while node 4 is transmitting successfully to node 5.

This is possible in ALOHA but prohibited in CSMA. This is one of the prices paid to control

P collisions.

We note that for a ring greater than 7 nodes the maximum throughput is the same

as that for a long chain. This is expected since the congestion is now in the middle and it is

unimportant whether or not the chain is closed. A star with two legs is just a chain with N for

the star replaced by 2N+ I for the chain.

Consider the star configuration as representing the center node (0) trying to transmit
* .0

to some node or nodes far away via many repeaters. For one leg, the maximum rate is .086.

For two legs, the maximum rate is 2S or .172, exactly twice. The results are shown in Table I

where the throughput of the center node is given by LS. We see from Table II that whereas

the tlxoughput doubles for L = 2, it increases only by 20% when L=3, by 4-5% further when

L=4, and by 2" when L-5. Congestion at the central node is lmiting its ability to increase its

F 9I
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throughput. Additional legs, beyond three, are not really helpful

We have investigated ways of reducing the congestion at the center node. For larger

L. the traffic in each leg is limited by congestion at the center. The collisions that cause most

problems are for transmissions from the first level of nodes (1, N+ I, 2N+ I._ (L-I)N+ 1) to

the center. These are collided with by other first level nodes. To reduce these collisions we

considered connecting the first level nodes in a ring and then fully connecting them. These

results are also summarized in Table I. When the first level is unconnected the throughput

saturates at .229. When the first level is fully connected the throughput with 9 legs is .252, a

15% increase. For four legs, the ring connected topology is best, providing some compromise

between reducing collisions and allowing simultaneous transmissions.

The best that we can expect in the fully connected case is LS _: 1/3. This is

because all transmissions from the center node and all first level nodes cannot overlap. We will

discuss asymptotic results with even larger stars and chains in the next section.

VIii. ASYMPTOTIC RESULTS

We are interested in asymptotic results for several reasons. They provide us with

the limiting behavior of the finite networks previously studied. Since the behavior of thes-

networks seems to converge rapidly with their size, if asymptotic results are easier to obtain,

they would be useful. We are also interested in very large networks. A final reason is to verif.

some of the bounding arguments on throughput made in the last section.

We first consider an infinitely long chain. We let S,.,, = S,.,- = S Then all nodes

are identical. Also Gi,..1 -" G,,,- = G,/2. Thus with G, = G,

2S 2S P SP(--.oo.i-2)SP(i+3 oo29

G, G PSP(-.,...o) SP,

We can write the denominator as

M
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SP(--....)SP(- i-1)SP(il.....)+GSP(-. ... i-2)SP(i+2....,0).
i0

Now let Qk SP( i-k ..... ) SP(-- ...i4-k) . We observe that Qk > 1 fork _O and if itSP ( .. c SP (-cc, .. ,J)

converges is independent of i. Then equation (29) becomes

IS (30)
G QIQ 2+GQI

But

Qk SP(-wx....i+k-l) + G SP( --... ,i+k-2) Qk-1 + GQk-2 (31)
SP(- .i)

and Qo- 1. Thus Q2- Q + G. Therefore 0

2S/G - Q1(Qj + 2G)

or

Gs- G (32)g 2Q(Q 1+2G) ()

We note that since Q-1 = -"-- from equation (31) we have

Q Q + +i G+ or
Q1 Q1

G - Qj(Qj-I) (33)

0.
Finally we have

S - QI-I ,Q _ ()
2Q,(2Q1-1) Q (34)

The maximum value of S is .086, reached when Q, 1.7 or G = 1.2.
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IX. EXTENSIONS AND CONCLUSIONS

We have presented a simple but fairly realistic model of a multihop packet radio

network and have obtained maximum throughputs for general topologies and packet lengths.

We have assumed perfect reception of acknowledgments and have not included additional traffic

due to end-to-end acknowledgments. Some aspects of acknowledgments can be included by

increasing the required traffic. We are investigating the effect of imperfect acknowledgments

and different retransmission strategies. The model should still be useful under these S

extensions.

0

L
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Table I

Maximum One-Way Throughput (S)

Number Star

of Number of Legs, L

Nodes, N Chain Ring L-2 L-3 L-4 L-5

1 1.000 1.000 .167 .103 .074 .058

2 .500 .500 .111 .076 .057

A 3 .167 .167 .097 .072 .055 .

4 .128 .073 .092 .070 .054

5 .111 .100 .069 .054 .044

6 .102 .083

7 .097 .087

8 .094 .085

9 .092 .0?'6

10 .091 .086

co .086 .086 .086 .069 .054 .044

! .|



Table 11
QS

Maximum One-Way Total Throughput of the

Central Node in a Large Star Arrangement

Maximum Throughput, LS

Center Arrangement

* Number of Legs Unconnected Ring-Connected Fuly Connected 0

1 .086

2 .172

3 .207 .198 .198

4 .216 .228 .216

5 .220 .230 .230

6 .220 .240

7 .245

0 8 .248

9 .252

l p

* 0t



6

7LN

N •

*g /

0 (L-0 N#2

i(L-I) + I

0 0N.2 Ni(

ZN
Figure 5. A star network (L legs)

4 5

00

Fgure 1. Apart of a network

0 003 3o

2 3 4

Figure 2. A four node chain Figure 4. A ring

2 3 N

Figure 3. A chain

-. g

L0



*

A.2 throughput Analysis of Mult'.,p t'dkef Hadio

Boorstyn and Kershenbaum

IEEE International Conference on (ommunicat ions,

June 1980, Seattle

* "o

*I

*"



THROUGHPUT ANALY;IS Of' MULTIHOP PACKUI IZAIWtO

q6'

Robert R. Boorsryn and Aaron Kershenbaum

Polytechnic Institute of New York
333 Jay Street, Brooklyn, NY 11201

ABSTRACT design of routing procedures for such networks
It was ne. ,ssary, however, to first develop in

We consider the problem of obtaining exact understani;ig for the throughput of various
expressions for throughput and blocking proba- topologies
bilities in multihop packet ratio networks operat-
Ing under CSMA. We obtain exact results for Exrgenous traffic is modeled as independent
exponential message lengths for general topologies Poisson processes arriving at each source no.dt
and for constant packet lengths for simple topuo- wich appropriate rates ,nd. initially, exponentiall,
ogies. Both results are obtained by asswning distributed packet lengths. The topology i.s

perfect acknowledgments. specified by a listing of which terminals (ot
repeaters) can hear each other. In the remainder
we will not distinguish between terminals and re-

T. INTRODUCTION peaters and will refer to them collectively as
either termiodis ( . nodes. In general the trans-

We consider the problem of obtaining exact missions of one terminal can be heard by many
expressions for throughput and blocking proba- other terminals. The routing will specify which
billuies in multihop packet radio networks operdt- terminal is to repeat the packet, if necessar .
ing under carrier sense multiple access (CSMA).
By considering exponential packet lengths, proce- if two or more transmissions are simullar.-
dures are developed which can be used to analyze eously heard by a terminal (calied a "collision")
general topologies. Examples of chains, rings, at least one, and possibly both, is "lost" and
and stars are presented. Extensions to non- must be retransmitted. We assume retransmis-

* exponential and fixed packet lengths, and more sions are szheduled at a random instant in time
complex models are disc'ssed. sufficipotny -ar in the future so as to preserve

the Poisson nature of the combined traffic stream.
which now consists of exogenous traffic and
reschedules traffic. For this study, we assume

11. THE NETWORK IMODEL that a pac.et can be retransmitted as many times

* as Is rte,.- - -iry, i -e. , that there is no maximum
We consider the problem of analyzing the allwl n bryo retasmi eisn

throughput capability of a multihop packet radio is

network operating under carrier sense multiple Term;,-!s may either transmit or receive,
access (CSMA). Thus, we assume that the net- they canr,.: do both simultaneously. Before
work is comprised of terminals equipped with transmitting, a terminal senses the channel. I! it

radio transponders suitable for broadcasting data detects itat any of its neighbors (i.e. , termin;s
over a limited distance. in general, the source that it can hear) are transmitting (by, e.a.,
and destination terminals cannot hear each other sensing a carrer) it reschedules the trans ission
directly, and the data has to be relayed by one as for collided packets above. if at the schet-
or more intermediate devices. A separate set of a ed actsmabo. the mial-
devices, called repeaters, may exist for this already engaged in transmitting a packet, he nw
purpose, or the terminals themselves may relay packet is also rescheduled as above. Thus pack-
messages ior one another. ets are continua!ly rescheduled until they ire

Control of the network is completely istri- successfully delivered to the next terminal on
outro i o taetionwork ci conpltely mhao- the;r route. We assume that the total stream ofbuted, i P , no station or rp.-tral co~nt:-nl mechan- tafc shd ld b n em a 'Jso

ism is assumed to exist. acher, we asume that traffic scheduled by any terminal i a ll-isson

each source terminal has prestored onfu or more process. Thus includes originating traffic h nsd

routs t al detinaion d~ inlude al nees- packets reschedluled either due to Collisions or
routes to all destinmations ind inclues all neces- due to the channel having been sensed bus'i
sary routhg inaormation s the packets it trans- This scheme is called carrier sense multiple acces.
mi fys. These assumptions are made merely to (CSMA ). The Potsson 3ssumptinn i,; %_,lid for h,
simprfy the presentati n. In act the results assumptions made above and will yield accurate
presented are val d for netwrks using alernate results for throughput Comproe.ises will have Lo
routing as long as routing changes are r t made he made. howcv.. i i , ccturaite picture of trr.,
over short tUne intervals. (1:- of the motivations del'yfs is to be consideri:,
for this study came fr( m a consideration of the

13.6.1
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It is possible, due to non-zero propagation ing the results it is a ke' asS.;un1lJ1o It',  th,
delay, that collisions of transmissions from neigh- model ini ,. inl ,gl..us to t "inde ilendce
nor,: in( terminals may still take place despite the assumptio n ;n queuing networks.
'SIA strategy. This will occur if a terminal senses

the channel before another terminal's transmission is The detail.; of CSMA for a sinIle hop net-
received. This effect is small if terminals are work can he iound in the papers by Totaqi ,rbd
reasonably close or are not transmitting at high K iirock) Tobagi has also developed some
speed. We will ignore this phenomena here, and ehv
assume that all transmissions are instantly heard by simple models for two-hop networks(2) Details
their neighbors. of a pa;cket radio network can be found in a

A passive acknowledgment is used for trans- paper by Kahnt 3 ) A discusson o routing e
mission to neighbors. The transmitting terminal mul(4),, packet radio can be found i the paper
i.,t(ns to the channel to hear if a packet is being by Gitman. Van Slyke, and Frank ( 4 ) .

rebiuadcast by a neighbor. If after a prespecified
time interval, the transmitting node does not hear Ill. GENERAL RESULTS
lic packet rebroadcast, it retransmits the packet.

But the packet may have been successfully received
by the neighbor even though the originator does In this section we develop some expressionsnot hear the rebroadcast. We assume that duplicate that are valid for the packet radio network wepacetsaretrnsmtte ad ae dletd nlyat he have modelled above using CSMA and with an
packets are transmitted and are deleted only at the arbitrary packet length distribution. Let i be a
final destination. We assume an end-to-end acknowl- node, n one of its neighbors, N * the set of all
edgment is returned to the originator from the final i I
destination. In this paper we assume that passive the neighbors of i, and Ni the set of all i's
acknowledgments are always heard and ignore the neighbors and including i. Without loss of gene-
effect of end-to-end acknowledgments. Alternately, rality assume the average packet length at each
these rqired oflc havterminal is unity. Let G. be the total rate (in
the required traffic. packets/sec) of all schedbled traffic at node i.

We depict the topology of the network by a This includes originating traffic and all resched-we dpic th toplog ofthe etwrk y a uled traffic and is assumed to be Poisson.
graph where terminals are represented by nodes.

The nodes are connected by a link if they can hear Node i is either busy (transmitting) or idle.
each other's transmissions, i.e., if they are neigh- It will transmit a scheduled packet if at the
bors. As an example see figure 1. Node A can instant it is scheduled all nodes in N are idle.
hear node B, but not node C Node B can hear
both nooces A and C. Node C can hear node B, Let A be i -et of nodes. Let P(A) bre the proba-

bdt not node A if node A is transmitting to node bility that at a random instant all nodes in A are
B and node C begins transmitting, then the trans- idle. The nodes not in A may or may not bt
mission from A to B may be lost depending upon idle. Similarly P(i), P(i,A), P(AB) are the
the "capture" assumptions we make. A conservative probabilr.es that i is idle, i and nodes in A are
assumption is that the A to B transmission is lost - idle, and all nodes in A and B are idle.
this is known as zero capture. Alternately, perfect
capture assumes that this transmission is success- Since traffic is scheduled at node i with a
fully received. Half-amplitude capture assumes that Poissor, rite G I will be transmitted only if N is
the transmission is lost if C dominates A at B. idle, and transmissions have unity average
This can happen if C is closer to B than A is to B, length, the probability that i is busa is given by
or has a greater signal strength perceived at B
than A has. If A dominates C, then the transmis- I-P(i) = GP(N
sion is successful. We will consider these different I
capture situations below. Note that under CSMA if If i is busy then under CSMA, n must be idle.
node B is transmitting, neither A or C is allowed to Then since
transmit.

We assume that a routing has been specified. P(ni) P(n i) + P(n i busy) [I-P(i)]
t]his takes the form of deciding which of the neigh-
thors are to rebroadcast a packet from a particular and P(n Ii busy) = I, we have
source to a particular destination. Thus the amount
of traffic that a terminal wishes to send to its P(n ,i) P(n ) * P(i)- 1 (2)
nrtjiihbor .an be computed. If these rebroadcast
p., kvts ire scheduled at a random time far in tne

ii: , i h,- l'ison isumptlion for traf'ic stream! ;1 Similar!y, if A - N *

rf - tr. d ,e dsume tnat the traffic between
neqhhors is specified and form independent Poisson P(Ai) P( A) + P(i) - 1 (3)

r' t, ;e:; Vhen considering exponentially distri-
but, I pa( ket lengths we assume that the packet

rta!.signid independently at earh hop. lettinq A - Nit in equatlion (3), and using
All h,,.,.h tis leads to some anamolies in interpret-
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P(N.') P(Ni)/P(ilN1 ') Markov process where the states are identified by
which nodes are idle and which are busy. Let D

we get be a set of busy nodes, because of CSMA, no
1 (4) nodes in D may be neighbors of each other. We 0

" P(i *)- G. shall refer to such a set of nun-neighbors (or
strangers) as being "strange. " Let Q(D) be the

Equation (4) is often found in CSMA literature, probability that at an instant of time, all nodes in
D, which is strange, are busy, and all nodes not

A packet from i to n. will be transmitted in D, are idle. Then each strange set, D, repre-
when it is scheduled if N. sents a state in a Markov system, and Q(D) istranmtiss dallnds ifN is idle. During the the state probability. The collection, D, of all
transmission all nodes in N.* will be idle. It will strange sets, ., represents all the states in the

be successfully received at ni if (1) all neighbors system. In particular, the null set D =, re-

of n. not in N. are idle at the beginning of trans- presents the state that all nodes are idle.
of~ssm the syste in in stat D.l It whibgnnnlolrs

mission and (2) depending upon the capture Assume the system is in state D. It will
assumptions, none of these nodes begin transmit- leave the state if any iD stops transmitting.

* ting until i's transmission is ended. Otherwise a This happens with rate pi 1. Thus the transi-
collision will occur. Let Si n. be the rate in tion to state {D-i) occurs with rate iji. The only 9

packets/sec, determined by the' routing and as- other way to leave state D is for one of the idle
sumed Poisson, of the traffic that i wishes to nodes that is a stranger to all icD to begin to
send to n. This is the required throughput or transmit. This occurs with rate A. G. (We

offered traffic. Let G i,n be the rate of all use pi and Ai for the moment for clarity). Let

scheduled traffic from i to n1. We have also ND be the set of all neighbors of all nodes in D.
assumed that all these streams are Poisson and Then the transition from D to [D+j], JND, occurs

independent. Of these Gjn. packets (per sec- with rate h. The global balance equations for

ond), Sn must be successful. Thus ti~n i mthis system are
S (ip. * + . ) Q(D)= Ai Q(D-i)+ I pj Q(D+j) (7)

= P(NiNn. )P X) (5) iED 'ir)
1N i D  D

where Dc.., the collectio., of all strange sets.Let Din be the nodes in Nn. that dominate i at
n. Then P(X) is the nodes ii y that no nodes It is easy to see that these equations are

eprobailty tsatisfied by
in Di n. begin transmission during the transmis-

sion oft the packet from i to ni conditioned on Q(D) - Q(D-i) = GIQ(D-i), iD (8)

node i transmitting, all nodes in N.' being idle Pi

throughout the transmission, and all nodes in Thus
Nni being idle, at least, initially. If Di n is
empty or perfect capture is assumed then P(X). Q(D) i

The total scheduled traffic at a node is where we adopt the convention that I G, = 1.
given by I Summing over all Dc.B, we get iE$

i = I p (6) D Q(p) = (nG.)Q()= 1 (10)
n c i*DtD DL.B i~

rrom equations (1) through (6) we wish to derive In the previous section we found we were
a relation between the Si,ni and G i, and deter- interested in quantities like P(A), where A is any

t n et wset of nodes, and P(A) is the probability that all
mine the maximum Si n the network can support nodes in A are idle, and all nodes not in A may

This we call the (maximum) throughput or capa- or may not be idle. This car. be found by sum-
city. In the next section we develop this rela- ming Q(D) over all sets D that do not contain
tionship for exponential packet lengths and arbi- nodes in A. Thus
trary topoloqies. Later we present some results
lor non-exponential lengths and simple topologies. I (nI Gi)

O IV. EXPONENTIALLY DISTRIBUTED PACKET D)fc 1 ( :0
LENGTHSD (O i

If the packet lengths are exponentially

distributed, then the system can be viewed as a
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I) A refers to ail -irano e ,-sts contained in Equitlions ill) and i') can be used tr any
:c ,omplement of A. We adopt the shorthand topoloqy to generdt the so-;Lion to our problem
Sl(,ti tiun, I he equations Ielaling the S and, G, can be

solved iteratively. For example, equation (5) l w*SP(B) = (fl Gi ) (12) becomens5)no .

DB iD becomes

where SP refers to sum of products. Thus S SPUNI.N n ]) c

P ( A ) = S P ( A ) I S P J, *. ( 3 ) I' n i =P i - M( 4
P(X) (14)

where is the set of all nodes. ni - SP('

As an example consider the chain of four where by A+B we mean the union of A and B.
nodes shown in figure 2. We assume S For perfect capture P(X)=. For other captureS 12  $2 C modes, the computations for P(X) are straight-

S3 2
= S 34= S43= S for simplicity, and perfect forward but can become tedious for complex

capture. Also note that G 12
= G1 . G43

= G 4 and topologies.

by symmetry G = G G G and G G Evaluation of sums of products in equation
Also from equation (6), G= G2+ G 23= 3 .From (12) are made easier by the following two rules.

n 2  2 1  2 3  3 ' FConsider two sets of nodes A and B such that no
equation (5), we have node in A can hear any node' of B. These sets

may be called non-communicating. ThenS =Pl S 3),,34

But 23 SP(A B) = SP(A) SP(B),
A&B non-communicating (15)

SP(.m)= I (FIGi)=I+G 1+G2 +G3 +G4+G1 G3 +G2 G4 +GIG 4  Also,

Dr. iD
= + 2G 14 2G2+ 2G1G2 + G2=Z SP(A) = SP(A-i) + GiSi(A-Ni). iA (16)

To prove these rules just consider all products.
and We have successfully evaluated many complextopologies with these procedures.

P(1,2,3,4)=I/a, P(1,2,3)=(l+G 4)/&=(I+G 1)/ . There are other relations which will be found

Solving, we get useful in extending our model to more complex
situations. We prove some of these below. Let C

G = GI(2+G]) and S = GI(I+G VA be a cut, i.e. , a set of nodes that divides the
2  1 2 1  G1 (1 network into three parts A,B, and C, where A

and B are non-communicating. Let A=A 1+ A2  B
= B 1+ B2 where A I  A2= B1 -" B2=". Then

S = GI(I + G 1 )/( + 6Gl+ 7 G1 Z+ 2G1
3).

We can now find the maximum value of S possible, P(A 1 C'B 1 ) SP(A 2 B2 ) SP(A 2 )
the throughput of the chain, which is .128, P(Al(CBI)= A92)B-) SP(*-'--S)-CA
cbtained when G1= 0.71.

But
We can also consider half-amplitude or zero

capture. For example, consider zero capture. P(A1,C) SP(A 2eB) SP(A 2 )
Then when 2 is transmitting to 3, 4 can inter- P(AIIC) = P = SP(A+B)
lere But 1, 2 and 3 are idle, and 4 is initially
idle. 'I he transmission is successful if 2 finishes
rinsmission before 4 starts. But these are

events occurring in exponential time. Thus P(A IC,B I)  P(AI C), C a cut (17)

Thu:; PX) I - by symmetry. Now We also have

- P(1,2,3,4) 1 • -S:is unchanged. P(A B1 JC) P(AIC) P(BlJC), C a cut (18)
23 1 G4 21

G is. a ittle harder to obtain, but is a straight-

forwrd alclaton.In particular if C =Ni*, then
f3rward calculation.
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* 1(11N ', B) P(ilN *), B,- N I c(1) V1.1_Extensions ddconc-lusions

We hive preitentt1 i simple Lilt fairly redlis-
* \ Examples tic Mwidel oif a multi hop p.. ket radoio netIwork and

have obtarned maxinium Itiricug fi. Is f.,r general
Weconsider here three different topological topologies and exponentiail messagle lengths. Th e

stru, tur#-s with exponentially distributed picket procedures are easiest to implement when perfect
1, rivjths and perfect Capture. A e assume all capture is assumed (.thei .,ipturt- modes can he

1, s for all i. and take ulavnteof handled in a straightforward but somewhat more
.%,mc~r Th thee opolgie, sownin ig- tedious manner. We have issumed perfect recep-

* ul-vs 1,1, and 5, are a chain, a ring, and a sta .r, to fdkoldm-isidhienticue

i ~ h various lengths. In each case we find additicial traffic due to end-to-end acknowledg-
themaxmumthrughut S.Thee ae gvenin ments. Some aspects of ackrnwledjnients can be

u*t mLable thoI.uS heeaegvni included by increasing the refquired traffic. We
are investigating the effect of imperfect acknowi-

*Note that for a ring greater than 7 nodes edqments and different retransmission strategies.
the maximum throughput is the same as that for a T'he model should still be useful under these0
long chain. This is expected since the congestion extensions.
is; now% in the middle and it is unimportant whe-
ther or not the chain is closed. A star w'ith two We have been able to derive results for
legs is lust a chain with N for the star replaced non-exponential packet lengths, but only for

by2N~l for the chain. Consider the star config- simple topologies. Our procedure suggests a
uraton s reresntig th ceter ode(0) simple, and probably good, approximation to be

uryin totasmi reprsntinote cente node (0)y used for more complex topologies. However,
tringmtoytreanmtertosoe ne org node farxaway imperfect capture becomes a more serious prob-
vr arpate rs .86 For ne leg , the maximumei lem. We are investigating these extensions.

"S or- .172, exactly twice. The results are shown
in Table 11 where the throughput of the center Finally, we are applying these techniques to

nodeis ive by s. e se fom Tbleii hat evaluate different routing strategies and trans-
*wnereas the throughput doubles for L = 2, it mission schemes in a multihop packet radio nct-

inmcieases only by 20'6 when L=3, by 4-5% further work.
when '-=4, and by 2% when L=5 Congestion at VIIAkmlegnt
tht, central node is limiting its ability to increase Vl cn~eget

its tnrouqhput. Additiona! legs, beyond threeTewr ecie n hspprwssat
are not reaiiy helpful. We are evaluating other rewr ecie n hspprwssat
tep)ooies to find ways to increase the throughput ed under a subcontract with Network Analysis

of cetra noe i suh aconiguatin.Corporation, under a DARPA contract DAAK
of ' cetralnod insucha cnfigraton.80-79-C-070,. monitored and directed by USARMY

* V! %N1n-exponential Packet Lengths COR AD$M It has continued under a contract
with the Post Doctoral Program. RADC, Task

for non-exponential packet lengths, equa- B-9-3513, funded by USARMY CORADGOM. The
tier i hrouh () ae stll alidbutare computations in 'lables I and 11 were performed

inisfficient to solve for the GIand the S in . For b r eiShn

n three node chain and a star with arny nium m er of References
lvcgs tbu! N = we have been able to prove equa-

*tior. (19j) for arbatrdry paicket length distribu- 1) L. Kleinrock and F. Tobagi, "'Packet switch-
'-. t he equatins for !,(A, are identical in inq ini radio channels," parts I and 11, IEEE
f'irr as for exponential lfenqths hut the terms Trans Common.-, vol CONM-23, pp. 1400-
r, X teir half-amplitude and ,'ero capture are 1433, December 1975.

IV1' c1. For example, for conistant packet

l~~n~~ttns~ Gnta fJ.( enwhv 2) 1.Tohagi "On the performance analysis of
e . ipl eooqe a b opetl ui tihop pac ket radio systems: Parts I -IV,"

asyedfor any capture mode. Further details P~cki t Radio Fempor ar y N,.tes #246-249,
, inct be given here. Comput. Sci. Dept , Univ California. Los

Angeles 1978.
hijve not been ale to derive a similar 3) RI Kan "Teo;-wtnofcmur
r.hpfor other to~s s.However, we 3) ouf int a pahr'T ez rqnio netok, comu

thoc guations 1 7 throuoqh 119) are tempting rsrF ita -at rd ewrl.
~;. n ixma in.to Try Iheri if together with ns.C0tTrmnitions %'Vl. COM -25, pp.

e ,c r, 1i thro(ri (t,) !.-y ire sulficient to I7f a a 97
t ~re~~i~ ,) f(I :riv thrOiLhpot , 4, 11 ,.in , is 'x VIISlyk( , )i'd Hi Frank.

I- 11 d: i1fiu ajpr-oxiate ,olu tion has some ap- "Rouiting :n T.- t-sw hn broadcast radio
.' hC'v' hi-n ihie , I(,d this for several netwurks . "i!A.P I r a'is (omrmunications,

l.i.(,~C u ave. rot yen f-ed the ac- -kM2,IP eirbr17
-I Ito- ptirr>.i~aton Wnsinpration of o (iM-4.P''-' Stnbr9T

* - -'~' j i si lpture in thes e cam-s becomes
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Tible I. Maximum throunghpit (S) 1
- LN

N umber
of Star N "
Nodes. N Chain Ring L=2 L 3 L=4 L=5

1 1.00 1.000 .167 .103 .074 .058
2 500 .500 .111 .076 .057 /
3 .1b7 .167 .097 .072 .055 -0)N*2
4 .128 .073 .092 .070 .054 0/
5 .111 .100 .069 .054 .044 2
6 .102 .083
7 .097 .087 0 0(L- 1)I

.0A
9 .092 .086

10 .091 .086
.086 .086 .086 .069 .054 .044 0 0 .

N *
Table I. Maximum Throughput of the Central *+

Node in a Large Star Arrangement.

Number of Legs Maximum Throughput 2N
1 .186 Figure 5. A star network (L legs)2 .172

3 .207
4 .216
5 .220

4 ~ 0

A C

Figure I. A port of o network 30

0 02 0 ,oo

2 3 4

Figure 2. A four node chain Figure 4. A ring

0I

I 2 3 N

Figurs 3. A chain
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0 A NEW ACKNOWLEDGMENT PROTOCOL FOR ANALYSIS OF MULTIHOP PACKET RADIO NETWORKS*

Robert R. Boorstyn and Aaron Kershenbaum
Polytechnic Institute of New York, 333 Jay Street, Brooklyn, New York 11201

Veli Sahin
Bell Laboratories, Holmdel, New Jersey 07733

Abstract devices, called repeaters, may exist for this pur-
pose, or the terminals themselves may relay mes-

We consider the problem of obtaining exact sages for one another.
expressions for throughput and blocking probabil- Control of the network is completely distrib-
ities in multihop packet radio networks operatina uted, i.e., no station or central control mech-
under CSMA. We have obtained exact results for anism is assumed to exist. Rather, we assume
a general class of message lengths, for general that each source terminal has prestored one or
topologies, and for perfect capture. These more routes to all destinations and includes all
results were obtained by assuming perfect ack- necessary routing information in the packets it
nowledgments. Here, we extend these results to transnmts. These assumptions are made merely to
include situations where acknowledgments are not simplify the presentation. In fact, the results
always heard. We also introduce and analyze a presented are valid for networks using alternate
new acknowledgment protocol that significantly routing as long as routing changes are not made
improves performance. over short time intervals.

Exogenous traffic is modeled as independent
Poisson processes arriving at each source node,
with appropriate rates and packet lengths. The

I. Introduction topology is specified by a listing of which termi-
nals (or repeaters) can hear each other. In the

We consider the problem of obtaining exact remainder we will not distinguish between termi-
expressions for throughput and blocking probabil- nais and repeaters and will refer to them coi-
ities in multihop packet radio networks operating lectively as either terminals or nodes. In general
under carrier sense multiple access (CSMA). the transmissions of one terminal can be heard by
Procedures have been developed to analyze gen- many other terminals. The routing will specify
eral topologies for a general class of packet which terminal is to repeat the packet, if ne-

length distribution and perfect capture. 4  That cessary.work assumed perfct acknowledgements. Here. If two or more transmissions are simulta-

we extend these results to include situations neously heard by a teminal (called a "collision")
where acknowledgments are not always heard. We at least one, and possibly both, is "lost" and
also introduce and analyze a new acknowledgment must be retransmitted. We assume retransmis-protocol that significantly improves performance sions are scheduled at a random instant in timepo sufficiently far in the future so as to preserve

11. The Network Model the Poisson nature of the combined scheduledtraffic stream, which now consists of exogenous

We consider the problem of analyzing the traffic and rescheduled traffic. For this study,

throughput capabilty of a multihop packet radio we assume that a packet can be retransmitted as

network operating under carrier sense multiple many times as is necessary, i.e. , that there is no
n e t w r k p e r ti n g u n d r c r r l r s e s e u~ t p l e m a x im u m a llo w a b le n u m b e r o f r e tr a n s m is s io n s .

access (CSMA). Thus, we assume that the net-

work is comprised of terminals equipped with At any time, terminals may either transmit or

radio transponders suitable for broadcasting data receive, they cannot do both simultaneously
over a limited distance In gor era d, the source Before transmitting, a terminal senses the chan-and destination terminals cannot hear each other- nel. If it detects that any of its neighbors (i.e.,

directly, and thus data has to be relayed by one terminals that it can hear) are transmitting (by,e.g., sensing the carrier) it reschedules theor more intermediate devices. A separate set ot transmission as for collided packets above. If at

the scheduled time for a transmission, the termi-
nal is already engaged in transmitting a packet.
the new packet is also rescheduled as above

' This research was partially supported by Thus packets are continually rescheduled until
USARMY CENCOMS under contract DAAK they are successfully delivered to the next ter'mi-
80-80-K-0579 and by the National Scienci, nal on their route. We assume that the total p
Fundation under grant ENG-79-081210 stream of traffic scheduled by any terminal is a

3 3
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Poisson process This includes oriqi' wr.A traffic dominates C, then the transmission is ,;uccss(ul
and packets rescheduled either due to collisions However, in all cases of a collision we i-iuhne the
or due to the channel having been sensed busy later transmission is lost. Thus if C is trans-
Th~s scheme is called carrier sense multiple access mitting to B, this packet is lost in all cases. We
(CSMAY. This Poisson assumption is valid for the will consider only perfect capture situations
assumptions made above and will yield accurate below. Note that under CSMA i. node P is trans-
results for throughput. mitting neither A or C is allowed to transmit.

It is possible, due to non-zero propaqation We assume that a routing has been specified
delay, that colisions of transmissions trom neigh- This takes .he form of deciding which o1 the
boring terminals ma still take place despite the neighbors are to rebroadcast a packet from a
CSMA strategy. Ifhis will occur if a terminal particular source to a particular destination.
senses the channel before another terminal's Thus the amount of traffic that a terminal wishes
transmission is received This effect is small if to send to its neighbor can be computed. If
terminals are reasonably close or are not trarts- these rebroadcast packets are scheduled at a
mitting at high speed. We will ignore this ph,- random time far in the future the Poisson as-
nomena here, and assume Lhat all transmissions sumption for scheduled traffic streams is pre-
are instantly heard by their neighbors. served. We assume that the packet length is

A passive acknowledgement is used for reassigned independently at each hop. Although
transmission to neighbors. The transmitting we have extended the analysis to include non-
terminal listens to the channel to hear ii a packet exponential packet length distributions, we
is being rebroadcast by a neighbor. If after a consider only exponential packet lengths here.
prespecified time interval, the transmitting node The results are similar.
does not hear the packet rebroadcast, it retrans- The details of CSMA for a single hop net-
mits the packet. But the packet may have been work can be found in the papers by Tobagi and
successfully ieceived by the neighbor even
though the originator does not hear the rebroad- Kleinrock'. Tobagi has also developed some
cast. Duplicate packets may be transmitted and simple models for two-hop networks 2 . Details of

* deleted only at the final destination or they may a packet radio network can be found in a paper
be detected and deleted earlier. An end-to-end
acknowledgment is returned to the originator from by Kahn3 . Details of our analytic procer.ure were
the final destination. In our original work we presented at ICC'804. More detaile .an be found
assumed that passive acknowledgments were in the thesis of Sahin s .

always heard and ignored the effect of end-to-end
acknowledgments. The end-to-end acknowledg-
ments could easily be added to the required III, Analytic Procedure
traffic. In this paper we consider the situation In this section we review the analytic pro-
when passive acknowledgments may not always be
heard. We also introduce and analyze a new cedure for perfect acknowiedgments 4 . Let i Le a
acknowledgment protocol. node n one of its neighbors, N. the set of all

We depict the topology of the network by a i

graph where terminals are represented by nodes. the neighbors of i, and Ni the set of all i's
The nodes are connected by a link if they can neighbors, including i. Let gi be the total rate
hear each other's transmissions, i.e., if they are
neighbors. As an example see Figure 1. Node A (in packets/sec) of all scheduled traffic at node

i. This includes originating traffic and all re-
scheduled traffic and is assumed to be Poisson.
Let 1/p i be the average length of packets trans-

A B C mitted by node i. Let Gi = gi/pi be a normalized

rate.
Node i is either busy (transmitting) or idle.

Figure 1 It will transmit a scheduled packet if at the in-
Network Topology stant it is scheduled all nodes in Ni are idle. Let

A be a set of nodes. Let P(A) be the probabilit,

can hear node B, but not node C. Node B can that at a random instant all nodes in A are idle.

hear both nodes A and C. Node C can hear node The nodes not in A may or may not be idle

B, but not node A. If node A is transmitting to Similarly P(i), P(i,A), P(AB) are the proba-

node B and node C begins transmitting, then the bilties that node i is idle, node i and nodes in A

transmission from A to B may be lost depending are idle, and all nodes in A and B are idle.

upon the "capture" assumptions we make. A A packet from i to ni will be transmitted

conservative assumption is that the A to B trans- when it is scheduled if NI is idle. During the
mission is lost -- this is knocwn as 7ero capture transmission, because of CSMA, all nodes in N
Alternatively, perfect capture issumes that !lhs t

transmission is successfully received. I1ttl - will be idle. It will be successfully received at n
amplitude capture assumes that 'he transmiss:on ij if all neighbors of n not in N are also idle at
lost if C dominates A at B. '!-i, can happen i . i ie
is closer to B :han A is it) R, or hds a greser the beginning of the transmission. Otherwise
signal strength perceived at h than A his. It A
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a collision wIl occur, let s be the ra'.e in wher S1' refers to suim of a lducts I hu-,

packets/s.', detfrmined by the rouln o f t ht, i'( A) Sli A' .1
traffic thati wi:;hes to send to n I . This is the •T'ht' ,ttbov,' (lu'0lhn11 M 1wn t,,u-i(d 1, 11.1i

required throughput or offered traffic. L.t g i,n topology to qenerat t l tiui ion !0 ,r .A... ,
I The equations reliilnq] the S G ; I ta I;be the rate of all scheduled traffic from i to n. .  i.n , n

We have assumed that all these streams are Pos- can be solved iteratively For example, equation
son and independent. Of th2se g packets (1) now becomes

per second, s must be successful. Thus S. SP(IN + N Ic"
per setnni,n . (7)

U- iSI>nTj
S i,ni Si1i i,n i

gi,n P(NiNni n ( We have also given many rules to make the writ-

ing of these equations easier .
where Sini = ,n. ,n gi,n i  IV. Passive Acknowledgments

The total scheduled traffic (normalized) at a In this section we extend our previous work
node is given by on throughput in multihop packet radio networks

to include the effects of passive acknowledgments
G. = Gi, (2) not always being heard. Let node i be a neigh-

n * N bor of node i. we have already seen that

If the packet lengths are exponentially Si,j = Gi,jP(NjINi)P(Nid 
= GijP(NiINI (8)

distributed, then the system can be viewed as a When j transmits the packet to the next node
Markov process where the states are identified by in the route, i can hear the transmission, and
which nodes are idle and which are busy. Let Dbe se ofbus noes.Becuseof SMA no thus receive a passive acknowledgment, if all ofbe a set of busy nodes. Because of CSMA, no its neighbors (except j) are idle. If it does rot
nodes in D may be neighbors of each other. Let its n rs,(exce tae ie I it oe
Q(D) be the probability that at an instant of time-out period it retransmits tfe packet. Pi 1e
time, all nodes in D are busy, and all nodes not viously we assumed all passive acknowlecqment5
in D are idle. Then each set, D, represents a viue e asue all passive a qnstae n Mrko sstmandQ() s hestate were heard. Here we see that a passive a'k-
state in a Markov system, and Q(D) is the sae nowledginent is heard with probability P(Nj IN).
probability. In particular, the null set D = o, I
represents the state that all nodes are idle. We assume that the time-out period is selected so

We have shown 4 that that all nodes have the opportunity of hearing
exactly one transmission. If they fail to hear it.

n G the packet is retransmitted. This is repeated
= (3) until an acknowledgment is heard. The ,,ssump-Q(D) tion that exactly one transmission may be heard
DcN jED in a time-out period is equivalent to assuming

that the same time out period is used for ill
where N is the set of all nodes and we consider nodes and that it is long enough to insure one
fl G. = 1. transmission.

ic The rate S. . in equation (8) includes re-
We are interested in quantities like P(A) peated packets, because of failure to hear a-k-

where A is any set of nodes, and P(A) is thepackets
probability that all nodes in A are idle, and all I , j
nodes not in A may nor may not be idle. This for which passive acknowledgments are heard.
can be found by summing Q(D) over all sets D Then
that do not contain nodes in A. Thus

1 11 Gi  S' q= ' S . 9

DcA c irD (4)

P(A) = I Q(D) c ( P( N114

DcAc DcN icD where q P(Nil Nj)

where DcAc refers to all such sets contained inthe ompemen ofA. e adpt he sortandWe have already shown how to solve n~ets of
the complement of A. We adopt the shorthand equations like (8) for the G, as , function ofnotation .0 ,

the Si and found the maximtim pos;itle

SP(B) I ( 1 G.) (5) which we detlned as the ihr~uqhput' l, ,
DcB iD ample, in a chain, aill S fur i .I i I

Is385



Here we see how to modify this procedure to We let G,2 ( t, G23 G., and by
account for passive acknowledgments. The S7 symmetry that (3 G2 (i 4 z3, and FI-,

are determined fr,)m the offered traffic and the
routing. P(2,3,4) From our previous work w, have

We Identity tw- situations Packets are
retransmitted if they are unsuccessfully trans- 1 G4  1+G
mitted or if the passive acknowledgment is not P(1,2,3) = - - D
heard. In the Litter case, a duplicate packet is
sent. If the receiving node recognizes the dupli-
cate packet and deletes it, then S* is the de- P(1,2,3,4) (16)

sired rate of traffic between i and j. It a simpler
node does not have this capability, then duplicate 2

packets are retransmitted, ani after several hops D =I2G~t2G2 *2G1 G2 +G = (IG ) *2G3(l Gc
many duplicates exist. In this latter case, S Id

includes these duplicate packets and must be Thus we get

related to the desired rate of traffic. We will = G +1(1+G,) G(2.G,)
first consider a chain.

Consider the chain shown in figure 2 con-
sisting of n nodes. Assume that duplicate pack- G1 G,
ets are not detected. We assume that node 1 and s (17)
n wish to send S packets per second to each ItGI+2G 2  (I*G,)+2G-(2+G,)

other. All other nodes are just repeaters. When
node 2 relays a packet to node 3, node 1 must be We can solve equation (17) for the maximum value
idle, and all passive acknowledgments are always of S, the throughput. We obtain Smax = .128
heard. Thus ql,2 = 1 and, when G, = .71. 11J,

S* = S S (1) To include the effects of passive acknow-

I 2 S 2 1)2ledgments we use equations (9 to 13) to obtain

At the other end, node n does not repeat the for arbitrary length chains,
packets, so passive acknowledgments are not
possible. However every transmission must be S1 2 = S
successful since there are no interfering nodes.
Thus S

S = i=2,....n-2 (18)
n~ S,n  (12) iitl q 2 , 3 q 3 ,4. qi 1

Node i attempts to transmit all S suc- S = S
n-1,n n-2,n-1

cessful packets to i+1. Thus
Also,

5i*,i+1 = S i-li = 2,..., n-1 (13) $12= S23* 
= 

S

Similarly, in the reverse direction, we have 5 (19)
S* = S ' q2
n n- =  n,n-

Returning to the example for n=4 we use
$2, 2,1 (14) equations (18) and (10) in (8) to obtain

and S' S i = 2.n-1
l, ii-I . .. S = G, 2 P(1,2,3) = q 23G2 3P(1,2,3,4)

Equations (11 to 14) relate Si. J and Sij* to the q 2 3 G2 1 P(1.2.3)

desired traffic, S. Note, by symmetry, we cbtain [P( 23,2,2,3,4)
relations like equation-, (14) by replacing i and 1 = 2 P( 2,3) G23 P(i, G21P 234
by n-vi+ and n-il, =1pec tP(ly

As an e:.-imple wo ev,iiuatie the through;ut of (20)
a four node ch,in First we assume p-Ftect or C2 : l+G|) G1 (l Gi)2 G|(1+G )(2 G)
reception )f ac o'litrnct:; and use only equa-
tion (8) wth iil S S IT enlI Thus

S= Gt 2 P(1,2J) G2,IP(l.2, 3 ,4 ) G 1P(1,2,3) S G, G(

(15)



The throughput here is S - 08 when menlis ire inluded and dupih(, t, p,.kvt:. ,ir

Go 37. a reduction of "-'I detected and :,i A trin:;m Ited I urIh,.r
We' nex t i l t,it, et ert ) ' I : 1hl,..;iv,' t( K-

I i TaOle I we conpar ' the eff ' Its :cf pissive now!edqments ;n throu(lh[Dut in :,tjr nlvI,)rks,
a-kno".idgjrien ii fur v ,.u' ;i i , .; WVe Ae will cunsider 1 twot - ii' whir' oil
set, th i; ,is the (h in th ,,)ITI' T;1,,n; ,:'1 thri u t - heis ire un rnon,,(ld !t.,J n ',. n oi h1e I he , )nd
put vanishes Also shon : ir, ! t ,!,hct,' .s whur, the nudt, ,! ti tiLt, ,entn i si lui

connected. We hive studied these networks in
Table 1 , Effect of Passive Acknowledgments our previous work and assumed there that all

Throughput passive acknoNledgments %ere heard." We sumfurther here that (Jupli( ite packets are de-
enh Perfect Duplicate upliatS tected and not retransmitted See Figurp 2

of Chain Acknowlgdt. Not Detected fur the configuration o the star network with

4 128 - -tt. . _ ---- zero connectivltv, [ le((,, and K nodes in each5 .111 .083 069 leg [or full connectivity the nodes d,],KI,6 .102 .072 053 2K+1... (L-I)K l are fully connected.

7 .097 .066 044 The equations used in the previous section
8 .094 .063 .038 are still valid here. When duplicate packets are
98 .092 .061 .038 detected, all S. .* = S, the throughput in each9.092 .061 034 S~

10 .091 .060 .031 leg. The end conditions are S
0,.086 .057 0

the throughput for chains when duplicate packets q9KtL-I,(24I)K 1 .t =0.LI (25)
are detected and not transmitted to the next
node. We analyze this case now. since transmissions to the end nodes are always

If dplicate packets are detected and not heard and passive acknowledgments are not sent.
transmitted further, then S., J * is just the desired This can be found from equation (10). We fur-

iJ ther assume thattraffic to be sent from i to i. As before we find
S. .* from the offered traffic and the routing.

For example, in a chain S, I  S for 9K+1, 0  1 , 1 0. L-1 (26)

I =1,...,n-1. Thus equations (8 to 10) combine Transmissions to the center node are not always
heard. Retransmissions due to collisions are

[P(N. ,N 1
2  included in our analys.-. However since the

Si,j = Gi,j P(N.) (22)
except at terminal nodes where no further trans- A star network with L legs and zero connectivity.
mission is necessary and qij = 1. This can be LK0

solved as before to yield the G as a function of /
the Si,* and then the maximum S. .* or through- t5
put can be found.

We present the analysis for the four node (L-1)K "
chain analyzed above. Here S *1 = S $ S,

for i = 1,2,3. Again we use symmetry to obtain

* SG 1  (1+GI) G2 + D (L-1)K+1

KD 

(1 GK 

2

•S =  G , G 2 3  
C;;' 1 2  1 to

(23)
D = (I G1 ) 2 + 2G2 (1+G1 )

as before.

But G2  G, + G,(1+G,) 2. so

G , +
*S (24) 2K+1

Solving we get Smax = 106 when G, .42

The throughput for various lenqtn 2K+2 •
chains are (iven in Table 1. We see here that

* there is a 3,4%, reduction in throughput for lonq
chains when the 'Ifect ; of ;,issive ,icKnowldg- 3K

3*



center ' ,e . , s it noder do,,-it ,~ie ii. k - I able ' Life( t of o ,sive Aiknowie1idjrents, (,f)
nowltdgments are n o i ,i! i h!e W is;sume I Star Networks
nerfect end-to-en.ti kn, ,.1 ,r 'T# i ,. I ; r .tnQ M xinium I hroughput from the kirnt',

Equation, i t 1 lu Vr., ., -lved with
perfect pas iv <cknowle '' ;q r' i I i thl imner- Maximum thru :: L,; e

feet passive acknowledqmentrs w.,it I ,:, w t, icket per It-( 1 .  ' h,.
detection Iwo0 tal'et. I I n *-WLd - P le.

No. ut No of -'erfect ln.i,,,rzero -onnec'tiviy .indJ i,,ll i<n ',<'' t ,i. ndt !,'b
center The resultant mlliximr i :hnt .uqhptiuts per Legs Htfps per ,inec- Ackncw - i,

leg are shown in 'Tables 2 .in,i i ',he mai<muM ___ Iey. K ivity l'dyrnents ledcjmrI,

thi oughput rem r it- (viinter n.i .) , liven in
Table 4. We see from these results thit there 1;2 Zero 22 I
again a 34% reduction in throuqhput fcr iiti'1teqs 3 eo 220 14
and zero conntctivity for fuli Lonneciivity we >2

find a 43 to 4o' , reluci n :n rthr i ..J ,, To 6 3 Full 240 140
the failure to heair p,, s:,> e ii k n c) ei,l,;me n I . 210 i 138

From our previous work w . tounI I tit 3 Full 257 .140
except for short legs, the tull' cOnnected topoi- >4 .252 139
ogy is better when passive acknowledgments are
not considered. This is because inward trans- V. A New Protocol for
missions from neighbors of the center are not a-sTA_--n_ de-<_meAnts
colided with '€ it h /ero ron fti Ic v ' [ i-,S I i't. _ ____

acknowledgments for tr3nmissions !tm tre fir, In the previous section w discused the

ring to the second are interfered wit . n(y )' e*,ect of imperfevt acknowledgments on the mix -

the center node W ith full Con r ~e !i 'i.'at' I It' - r
-

first ring nods-s add to this interteren(e Fh is um ,bain,iic thrughput for tAirlos topoqgi

the first ring will have to retransmit more In We Saw that the maximum obtainable throughput
Table 4 we compare the maximum throughputs was reduced more than 30 percent for a chain,
rom the center node for full and zero cupnecti- and more than 44 percent for the star network

foth cndsener t ndeeorfud zero connectiy i The protocol that we used has the following
vity and see that indeed zero connectivity is disadvantages:
better.

1. Each node has only one chance to hear
Table 2: Effects of Passive Acknowledq- acknowledgments from its neighbors.

ments on Star Networks. Zero
Connectivity (Number of Legs, 2. Since the probability of a node hearing
L:5) - Duplicates Detected an acknowledgment from its neighbors is

significantly less than one. ;ome ot !he 0
Maximum throughput per Leg, S successful t-ansmissions are duplicate

Number of a transmissions.
Hops Perfect Imperfect

per Leg, K Acknowledgments Acknowledgments 3. The next node must recognize duplicate
transmissions, otherwise the actual

1 .058 .058 throughput will go to zero when th.'
2 .045 .033 number of hops between source and
3 .044 .0290 destination nodes is large.
4 .044 .0286
6 .044 .0286 4. Since each node must wait until trans-

mission of the packet by its neigrihor
hear acknowledgmcnts lIr Ib<t 7,..- i',

Table 3: Effects of Passive Arknowledg- the timeout period is large Thus,
ments on Star Networks. delay will be large too.

Full Connectivity -
Duplicates Detected We propose the followinr prtoiccl " n.,',

in general has many packets to trdin,ml. :n
Maximum throughput addition to repeating a packet iust received

per Leg, These packets are intended for ill its neighbors
5 max The old protocol requires one to wait until that

Number of particular packet is repeated ltere we rnlat,le
Number of Hops Perfect !mprfert the header of ewerv I, k s hit .t ,, ink

*LeLs .. L ,per eq. ,  K A, knowldj ,, kron ,lcit acknowledagment in la in;:tion !,, ,iii recentl'. .I -
ceived packets- I fi'J, i "p issive" ,Ik nhi

6 3 (,1 0213 ment can be received ;)n the nrx d acket'r ''. -
4 04 0230 mitted. The ackno-le-d(4ment !or -j it ir

>5 01 0210 packet can ie included in thi' next ,ovr I , i k-
-3 .0286 01h, ets. so there ire <;vr iI attemi.;w: to ne'ir It-
4 0280 )151 acknowledqimrnt I At the exn)en' ,- -,I inr, r, t
,5 G 2;,d 1,' heaid r and rn ,, -i". in the nc "!c , 1'.,' ,,It *!

passive a'kr.i)w..,,jm 'nrit: can be ITad IC' ' lt "'

1I



Ihe proto ol I haI we hive developed io Inserting n idpntifters into a packe! will
overcome- these prohems is tht 1 n, Ie' ri.o(Ii?t's increase a packet length by a la(tcr (see Fig. 3,
a passive ,,kIc It., t I Mt.!m I .I it -, JM Kt 0'" ttc
virtual transmi-;;ion of tat 1cke'! . piket is h td +(n+l)h
virtually transmitted it its id ntilier is transmillted (27)

with another pa ket I.I.ch nod(e whtn trans-
mitting a packet includes not only the packet's The value of n is related to m as will be shown
identifier but also the identifiers of previously later Here n is the number of different identi-
received packets A packet's identifier is con- fiers added to the packet. For the moment, we
tamed in the next m packets A .ode w. uld then will assume that the aveta(e value of n eoua!. 'I
have m opportunities to hear it its transmission 'he value of m is chosen such that the
was received (we do not count the actual trans- probability of hearing an acknowledgment, q.,, is
mission). If a packet's identifier is transmitted m
times then the ackncwledqment for that packet is close to one. Since every node hears acknowl-

almost always heard tar d sulficiently large value edgments from its neighbors with probability close 0
of m. If a packet's transmission is not received, to one there re almost no duplicate transmis-
then after a oneout period that packet is re- sions. Thus nodes do not have to recognize
scheduled for transmtission duplicate transmissions for the sake of through-

put.

VI. The Effect of the New Protocol If each node virtually transmits a packet m

on To uFpUt times then the probability of successfully hearing
an acknowledgment can be recomputed as follows:

We develop and analyze a new acknowledg- h bits b bits d bits
ment protocol which we refer to as the virtual
acknowledgment protocol. In this protocol, if
node i hears a packet transmitted to it by node i,
node j includes the identifier of this packet in the Header ID D
next m packets it transmits to any node (in 1 2 (ndl)
addition, of course, to later transmitting the
packet itself). We refer to this as m virtual Header ID ID .. ID Data 0
transmissions (and one actual transmission) of the
packet. Node i then has m opportunities, rather h bits (n+l)b bits d bits

than one, to hear that node I received its packet. Figure 3
Thus the probabiht of an acknowledgment being Packet Formats for the Old and New Protocols
heard is greatly increased over what it was with
passive acknowledgments. This increases
throughput significantly, roughly 50% for the Let cij be the probability of hearing an ack-

topologies we have studied. nowledgment. Then the probability of not hearing
In addition to this, node i can make the an acknowledgment after m virtual transmissions is

determination as to whether or not to transmit as I
soon as it hears any packet transmitted by node q= - (I-qij)m (28)
j. Thus, node i does not have to wait for its ii
packet to be scheduled for retransmission and For large values of m, q.. goes to 1. When
retransmitted by node I. This reduces delay * i
significantly. I the throughput (in bits/sec) wll increase

we present the analysis of throughput and to the results for perfect capture.
overhead due to the increased length of the q* is substituted for q in all throughput
header and give a general procedure for corn- qij in
puting these quantities. We also present analyses equations for chain and star networks which we
of several specic topologies of interest and presented in the previous sections. The ma;ximum
compare the performance of this protocol with that obtainable throughput for different topologies are
of passive acknowledgments for these topologies., given in Tables 5 and 6. The probability o'

Table 5. Effect of imperfect acknowledgments on the throughput as a function of m
for the chain network (S = S S).

Su-g ut- -a chai n

Length number of virtual transr,,:ssions, m Perfect
of Chain Acknowl-
(N) 1 2 3 4 5 6 7 8 edgment

4 lot) .119 .124 127 .127 .1275 .1276 128 .128
5 .083 .1 .106 .108 .11 .1105 .1108 .1109 ill
6 .072 .09 096 1 .101 . "2 102 102 102
7 06t .085 091 095 .096 )97 097 097 0147
8 063 081 o8 .Out .093 .094 04 091 0911

10 .06 .078 0H-') o88 09 .09 .0903 .oq(S 09

... .. . . . . . . . . . . . . . . . . . . . . .



0 0

T-ble 6. Effect of imperfect a k n ,,, lim ,dl e 7 Probability of hearinq arknowietdomcrt
the throughput is : 0.:,tm .1 r,. .) ,is a function of m for eivt'-irg:.

five legs in a star nvtwci k ' , .ei,connectivity (S 1 .1I  o ;f() length 5 in i -,tail ntwork with
tzro connectivity

- Thro.hput.o ,number of virtual transmissions, m
Throughput of as stjr - . . . . . . . . . . . . .

with five leqs q 1 2 3 4 5 6 7 8 10
number ot virtue- ...

transmissions, m qo, .530 .700 .0 10 .8f, 91 .94 1j5 97 '9

Length Perfect q , .F,70 890 960 .990 997 .999 1

of Legs A( know- q23 890 980 .990 .999 1
(K) 1 2 3 .1 5 6 le1qment (4 910 990 .994 .999 1

_____ __45 1 1 1 1

1 .058 .058 o5( .058 q.o .910 .990 .999 1
2 .033 .039 .042 .043 044 0415 9.15 q21 .930 .990 -999 1
3 .029 .037 .04 042 .043 t431 044 q 3 2 .940 990 999 1

> 4 .029 .037 .04 .0415 .042 .04 44 q4 3  .970 .999 1
qs 4 I

hearing ackn. wledgments is also given in Table 7 VII. Optimum m for the New Protocol
We see fi'm Table 7 that tne probab:lity of

hearing acknow'ledgments appromcnes I A hen In the previous section we have studied the
m = 5 for zero connectivity. I'he throughput effect of the new protocol on throughput. We
almost increases to the values of perfect acknowl- found that for m - 4 the star network with full
edgment for m = 5. connectivity retains-its superiority with respect to

We compared the two protocois for acKnowl- the other connect-ivities. In this section we will
edgments for chain and star networks. [he more closely study the L-leg star network with
throughput of the center node increased by 501t, full connectivity. ,
for a ten node chain, by 48% for zero connec- We know that increasing m will increase qii
tivity, and by more than 50% for full connec-
tivity. and hence throughput. There is, however, aAs we mentioned before the length of a tradeoff between in the roughput and overhead

packet is increased by a factor (due to the increase in the packet's length) due
to virtual transmissions. For several cases we

h + d + (m+1) • b find the optimum m. First we assume that at all

f - h+d + b nodes, if a packet's identifier is transmitted vir-
tually m times, then we also insert m identifiers
of received packets into the header of a packet

because of the virtual transmissions. We inserted
m b extra bits into a packet. Thus, the which is ready for transmission. The next mthroughput is given hy "transmissions, after receipt of the packet in

question will include the identifier of that packet

i * h + d + b For this case the throughput is given by

Si G G P(N N. h + d + b

(29) ij " i N ij h + d + (m i)

If we choose b = 12, h 84, m 5, and d 960 (31)

bits then where j is the one of i's neighbors.

The results using Eq. (31) were computed

h+d+bm b for the 9-leg-star network for various values of m S
h + d + (m) b - 946 or - b " 057 when k = 4. The optimum m is l0 for this case

In Eq. (27) we assume that the increment in
a packet's length is m - b bits. But we know

This means that the throughput decreased t due that the hotspot (node 0) and nodes at the end of

to increased header whfn ,mp.irei wtn perfet the legs do not have to send passive acknowledo-

acknowledgments But we know that the ments because the transmissions into the hotsp(,t
ackowldgmtes mand nodes at the end of the legs will never havo
throughput incre,sed much more' tin th ecatfl;e collisions. Thus there is no increment in the
were obtapned b I useig packet's lenqth for these nodes. Equation (il

can be modified to obtain exact results as tolws

S . G. . PiN N (30) Again we assume that node ,) sends S ut.;
I' 1 i of traffic in each dire,-tion. Then the nd . o; ,h t

In order to in(orporate Lq. (29), 'he e,ults have m ' h bit; increnent in their Parke.

dtare divided by Lg. (27). must send I • S unit, of tidatic to their neiqh-
, in Tables 5 and b hordwher e

bas ht



=h-d--- ! = h * d * (m~l)b (35)
h + d t b-(5

For left to right transmissions the through- and
put equations are:

Sol = S = Go, P(No, N,) h d + (m' b (36)

S. I S G P(N , N.i•i1 ij+1 For h =84. b = 12, d =960, and m = 4 the

q i, i for i = 1,2._ K-i optimum m' is 19, and the total throuql')ut

For right to left transmissions: (32) of the hotspot, ST' is .2390. With m 4 and
m' = 19 all qi. 1, therefore, the nodes will not

Sk,k.1  = G k,k_1 * P(Nk. Nk.) send any significant number of duplicate trans-
missions to the next hop. Since for node 2,

S i+1, I S G i+l,i P(Ni' Ni+l) m' = 19, the increment in a packet's length there

q for i = 0,1,. k-2 is 22% (228 bits). For nodes I and 3, the incre-
i" "' ment in the packet's length is 4.5% (48 fits).

We expe:t that the results from Eq. (32) are We can further increase the throughput by
greater than thi results from Eq. (31) because reducing overhead as follows:
Eq. (31) is solved assuming that the packet's A node, i, receives SR(i)' units of the S
length is incremented by m • b bits at all nodes. successful transmission (throughput) from its

The results for Eq. (32) were computed. We neighbors where
found that the optimum m is 11 and the total
throughput of the hotspot, ST' is .2222. When SR(i) = I Sji (37)

m > 11 the throughput decreases because of over- jENi~head due to virtual transmissions.t For each unit of successful transmission node i '0
We know that q., . I when m = 4 for all i sends m. passive acknowledgments so that the

and jexcept q 2. This means that nodes total numnber of acknowledgments at node i isa n d j x c p t q , . h i m a n t a t n o e sm i  * ~ ) p e r u n i t o f t i m e . B u t n o d e

1,3,4,. k-I need transmt a packet's identifier trm perute of te Bt andwek
only four times. Let us assume that node 2 transmits with a rate of i  P(N i ) and we know
transmits m times and all the other nodes transmit that Gi  P(N.) > S Therefore each trans-

* m times. Then the packet's length is incremented o R(i) T
by mission must carry ri passive ackTnowledgments

where
I. m b bits for i = 1,3,4 ... , k-I

12 = m b bits (33) ri = G ( (38)G.• PN. )

10 = Ik 2k = ... = ILK = 0 The overhead in a packet's length at node i

With these assumptions Eqs. (32) become is given by

for left to right transmissions Ii 
= ri * b , for i = 0,1,2._ k.

S Sol=Go, N, NI) If we assume that the hotspot (node 0) and
nodes at the end of each path (leg) want to send

I S =Gi P(N N ) S packets/unit time then the throughput is given
i'i 1 i' i+1 by

=qi,i+ . i 1,3,4,..., k-I h t d + ri  b *S ' S = G P(N i  N q
I' S = G23 P(N 2 , N 3 ) • q 23  Sij h* G.d + b (ij N. q..

(39)
for right to left transmissions we have: (34) for i = 0,1 .. k, and where I is a neighbor of

I S Gi *i  P(N ' N ) node i.
* i For instance for the transmissions from left

q i+l,' i= 0,1,2,3,..., k-I to right we have:

I S = P(N, N2 ) q* when i = 0

S S k,k-I G k,k- I • P(Nk, Nk-) Sol = S =Go P(No, NI) qo|

where

39!

S ,



i Table H Total throughput of the hotspot
in a star network (m = 4, L = 9,

') A $2 1 K ,1) for different values of d.
h d m • ( - T)) b

SIz - --- _-~_____

h + d + b d m" S T % Reduction
from perfect

S z C;12 P(NI, NO • q:2 acknowledgments

i=2 50 16 .2074 18

100 20 .2173 14

hS 2 d +3 b 200 15 .2243 11
400 19 .2355 7

S23 800 27 .2440 3
h + d + b 1600 35 .2489 1.

$

S = (23 P(N 2 , N3 ) q23

= k-i Viii. Conclusions

We have shown that the performance of a

h + d m ( k-2k-I Sk k-1 b multihop packet radio system is significantly
Gk-1 * P(Nk1 )  b reduced by the use of passive acknowledgments.

S We developed and analyzed a virtual acknowledg-
k-'lk h * d * b ment protocol which results in near-perfect ack-

=Gk-i P(Nk-. Nk) . q* nowledgments with very little overhead. Thus we
S k1 k1 are able to overcome most of the difficulty due tok-I,k imperfect passive acknowledgments. We believe

Equation (39) was used to compute through- that this virtual acknowledgment scheme will also

puts for m =4, L. = 9 and various m' in a star have a favorable impact on time delay and are
putsor We found that the total throughput of currently in the process of analyzing this prob- Pnetwork. elem.

the hotspot, ST' is .245,4 and the optimum m' is

27. Even thouqh node 2 transmits a packet's References
identifier 27 times the increment in the packet's 1) L. Kleinrock and F. Tobagi, "Packet switch-
length is only 78 bits which is a 7% increment. ing in radio channels," parts I and II IEEE
This means that at node 2 each transmission Trans. Commun., vol. COM-23, pp. 1400-
carries 6.5 identifiers (r 2 = 6.5). We also found 1433, December 1975.

the r, = 3.79 and r 3 = 3.82 which are 4% incre-

ments. Previously we saw that there was a 46% 2) F. Tobagi, "Analysis of a Two-Hop Centra-• lized Packet Radio Network", Part II: CSMA
reduction in throughput due to imperfect acknow- ie Tans. Co N o", P p. 208-

iecamntswhn w ued heoldprtocl noIEEE Trans. Commun., COM-28, pp. 208-
ledgments when we used the old protocol (no 216, February 1980.
virtual transmissions). Here we see that with the
new protocol there is only a 2.6% reduction in 3) R.E Kahn, "The organization of computer
throu(.hput with respect to the result for perfect 3 r.e K nt "The ra io neto , c ErEtotispin eresources into a packet radio network," IEEE
ackiok.ledqments .252). Up to this point we Trans. Communications, Vol. COM-25, pp.
,,sumed that the originai length of a packet is 169-178, January 1977.
1(St. bits (header 9b, data = 960).

The effect (f the overhead depends also on 4) R. Boorstvn and A. Kershenbaum,
the lenatn of the data portion of a packet. If "Throughput Analysis of Multi-hop Packet
the data portion of i packet. d, is small the Radio Networks," IEEE-ICC'80, pp. 13.6.1-
overhead will bu large and the throughput will be 13.6.6, Seattle, WA. June 1980.
reduced. We have solved Eq. (39) for different
values of d. The results are given in Table 8. 5) V Sahin "Analysis of Multihop Packet Radio
in 'lable 6 we also tabulate the reduction from N o "theresdt or ~rf-ctackowldgmnts WeseeNetworks", Ph.D. Thesis, Polytechnic Insti-
the result tt perfect acknowledgments. We see tute of New York, June 1982.
from "i',ib!e h thdt when d increases the through-
p .t al:;o increas.s and the overhead gets smaller.
%nen d = 50 bits the overhead at node two is 36%
hut when d = 2000 the overhead is only 4%. The
reducrtion in throughput from the result of perfect
icknowledgment is 18% when d 50 but it is only
.9% when d = 2000
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EXTENSICNS 71 )E .kNALYSIS &)F 11iLT.HQP PbxCKET RAL, H ET,-RKS-

B. Magiaris, R. Boorstyn and A. Kershe:ibaui

Polytechnic Institute of New York
i33 Jay Street, Brooklyn, New York 11201

ABSTRACT certain assumptions are made, the most important
of which implies a Markov property as the under-

lultihop packet radio networks operating lying process. Namely, scheduled packet trans-
inder CSKA with perfect capture have been ana- missions are assumed to form independent Poisson
lyzed with an exact 1arkov procedure for expo- processes at each node and packet lengths are
entially distributed packet lengths. In this exponentially distributed. (A discussion of how
paper we generalize this procedure and improve these assumptions relate to a more realistic model
its computational complexity. We first prove is given in [7]. The most critical of these
that the exact expressions of the Markov model assumptions is a long rescheduling time.) This
apply for arbitrary packet length distributions technique was used to evaluate deployments exhib-
with rational Laplace transforms. The analysis iting various degrees of connectivity and was
is shown to depend on mean values only, and it is extended to investigate passive and active ac-
extended to networks where the average packet knowledgment protocols [8].
lengths depend upon the destination. Finally, it
is demonstrated how certain properties of the In this paper we prove that the Markov anal-
analytic expressions permit the decomposition of ysis presented in [4] holds for arbitrary packet
large networks into computationally manageable length distribution thus relaxing the exponential
segments. length assumption. Similarly it is demonstrated

that PRU's transmitting (or relaying) different
I. INTRODUCTION length packets to their neighbors can be easily

handled via the same techn. tue. These results
Packet radio networks consist of geographi- prove to be insensitive to the packet length

cally dispersed Packet Radio Units (PRU's) broad- distribution under the perfect capture assumption.
casting data over a limited distance. In case Finally, it is shown how certai properties of the
two units cannot have a direct connection, inter- probability measure on node sets decompose complex
mediate PRU's will act as relays, thus creating a topologies and accelerate the computational
multihop communication network. This is repre- procedure.
sented by a graph with nodes as sources, desti-
nations, and relays, and arcs connecting nodes II. THE NETWORK NCDEL
which are within each other's range. Several
technologies and routing protocols have been We assume that a large number of PRU's,
proposed, e.g., [i and [2], in order to estab- dispersed within a geographical area, transmit
lish reliable end-to-end paths for maximum net- packets of data addressed to some destination
work throughput. The need to evaluate different nodes. Due to the broadcast mode cf transmission,
protocols and routing procedures initiated sev- all neighboring node PRU's within the transmit-
eral analytic and simulation studies on packet ter's range hear the packet and depending on its
radio network models. In [3] Kleinrock and address, either discard it or relay it until it

robagi analyzed single-hop centralized networks reaches its eventual destination. This deployment
employing Carrier Sense Multiple Access (CSMA). is represented by a graph whereby neighboring
In this context they demonstrated the effect of PRU's are connected with an arc. All units trans-
propagation delay and of hidden terminals (PRU's mit and receive on the same channel via a Carrier
transmitting to the central hub but not listening Sense Multiple Access (CSMA) protocol. Before
to each other). In [4] Tobagi considered a initiating a transmission, a source (or relay)
simple finite state model for two-hop networks. checks whether all its neighbors are idle. A
in [5] and [6] multihop packet radio networks coilision may, however, result due to "hidden'
using a slotted ALJKA protocol were analyzed. In terminals outside the range ot a PRU initiatirg
[7I Boorstyn and Kershenbaum introduced an aria- transmission but Lnterfering w.th the receiving
lytic procedure inter which multihop CSMA net- node (the ceceiver is a ommon neighbor to two
works with perfect capture can be analyzed non-seigriboring transmitters). Collisicns are
efficiently in terms of their throughput perfor- detected via a perfect acknowledgment protocol
'ance. This technique yields exact results if whereby acknowledgments are assumed to be always

heard and do not consume any network capacity.
' his work has been supported in part by T'S Packets -ncountering busy carrier condition or
AR.'fY CECOM under contract DAAK80-80-K-0579. suffering collisions, are rescheduled for trans- 0
and by IBM Federal Systems Division. missions atter rign rinloimzed interval.
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PRU mav nout t: int and e,.e,.e -mutane- :i. A.ALYS S FOR PACKET LENGTH DISTRIBU7IONS

, In:t :an, nIever, :K I s re-e'.V-r m,' the KITH ARBITRARY RAr:ONAL LAPLACE TRANSFR_1S
S.rs t aCKe t i~tressem t., *n :I' o . " ., e ubSe- For a given node, ,, the total schedui :ig
iu en t -TK :n h' , 'l dcasts. 7hmi is C' erred 1o prcess iot o i ill he Poisson with ri, g
I, p'ver 111 ~ a re ' i[n i , Ket iit. :e'worKS.

For networKS ,perat:ng as above, our primary 9i :(
objective is t- assess the performance ot a
r)utLng protocol, is !etlued by reiaying ,Jec- where N is the set of neighbors of i Node i,

siLns, anoer a given source-destination traffic

profi.e. Formally. given the networK topology generates packets with lengths having a distribu-
',,cation ot nodes and :onnectivitv,. the packet tion with rational Laplace transform. Let I

rites and packet .,ngth averages per source-
.Iestination requi'ement iend-Io-end trai:jtf and be the average packet length from node 1,
the routing scheme, we can easily deduce s , theii Let V denote the set of all nodes. At any

rate in packets/sec that node i has to deliver instant in time, the system will be characterized
successfully to its neighbor node j. Then, we by the subset of nodes D which are simultaneously
want to evaiuate g, , the rate at which node i transmitting. Obviously nodes in D may not be
schedules potential packet transmissions to its neighbors.
neighbor i. The ratio s /g denotes the prob-

i Jii The main theory of this section states that,
ability of successful transmission of a scheduled under the assumptions above, the steady state
packet and provides a measure for stability and probability of D, Q(D) is given by:
delay since successful packets must retry after a
random delay. Extensions to delay analyses and g.
effects of acknowledgment schemes are not con- Q(D) Q(D-i) - (2)
sidered in this paper. i2)

The analytic technique described below will or

yield an exact aigorithm for g under the fol- g.
lowing assumptions: iJ Q(D) = Q() n - (3)

ieD Pi

I) Zero propagation Jelay between neighbors. where
This implies perrect CS.1A and does not allow
any collisions other than those due to Q __)_

=

hidden terminals. It is a valid approxima- g
tion for deployments within reasonable I I -
distances. DQV iED Pi

Packet lengths are istributed according to Here we define n - = 1 if D = 0.

any distributlon having s rational Laplace i&D Pi
transform. This class includes almost all
dlistributions used Ln practice, either These results are identical with those reported in
irectly or as limits from within the class. [7] for exponential packet lengths. Thus, all

results in [7] apply for general packet lengths
3 Receivers capture the first trarsmission Namely, with N. denoting the set of neighbors of

that reaches them /perfect capture).
node i and P(A) the probability that all the nodes

- Perfect acknowledgments, in a set A are idle, we have

The st reams (,t schieduled packets at the Pr {successtul transmission from t,,
nodes form independent Poisson processes.
This assumption is consistent with Poisson s..
offered (exogernous) traffic and long random _1 = P(N IUN) (4)
rescheduling delays. Simulation studies for ii
single-hop ALOHA (qJ indicate that if re-
scheduling is delayed more than 10 times the Using the notation
packet ength. this crit i a , assumption is P 91
ia I , )ne SP(B) A

DCB 1LD pi
, .'aceet lengths are i:;sameJ to be indepen.d-

ntly reassigned it each node :n i path. we have from (3) that
This i ._onsistent with the rescheduling
delay assumptions aoove. SPA)-A

P(A) Y Q(D) - SP(V) (

DoCV-A) ...
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Subsets 0 in (5) and (6) consist of non-communs- D D U D u D

sating nodes as in (3). Equations (4) and (6) 1 - 1

torm the basis of an iterative procedure, which Let ND denote the set ot neighbors If jil %odes III
song with definition (I), determines gI, values, D

iiD including D. 6e will make u-.1 the :olioiwing
tor given s rates, if they exist, and diverges notation in order to write atate transition
otherwise. (global balance) equations

We now proceed to the proof of formulas (2) Dl,...,D-i .. ,D lJenotes a state
and (3) for general packet length distributions, k

which are different for each node. We use the identical to E, witb node i removed

method of stages as developed by Cox, [10], to from the set Dk
decompose arbitrary service distributions to a [0 D +i ,D similarly denotes
combination of exponential services. Cox demon- 1', k n
strated that any distribution with rational the addition of node i to Dk
Laplace transform, can be represented by the

general ErLang-branching configuration of Figure The global balance equations will equate flow* 1 I As in the figure, a node i which initiates aThgoblblneeutnswleutefw
1the firstepo- into state E to flow out of state E. There arepacket transmission, activates several possible ways of entering or exiting a
nential server with rate p. With a given proba- state. For example, a new arrival to state

b lity I-P1 the packet terminates transmission at [Di , D D with rate gi Will yield state

this stage, otherwise it enters a second expo- E. A change of stage k-i to k in [Di, D .. ....

nential server. Since only one packet is trans- D i, 0- ,i Dn} with rate P_/P will
mitted at a time, a busy node will correspond to k-l kn k-1k-l
one of the n stages being active. The average result in E. Accounting for all possible transi-
packet transmission time I/pi, equals the averge tions, and denoting the stationary probability of

state E by Q(E), we have:

residency within the stage sequence of Figure 1.

- g Q(Di, D2. D
i i i ..i i 1i1 1 Pl P 2P 2"' -I i&Dl1

Pi PI P2 P3 Pn n
+ 7k- Pk-W, Q(DI''''. Dk- + i , Dk- i _... Dnl

(7) k=2 iD k k k-i k-1  k

+ Y In (I-P') p Q(D1, . k+ i.....Dnkl:

2 ,+I P + Y g.) Q(E) (8)

ieD I  k=2 ieDk i$ND

- ?We observe that the global balance equations (8)

can be decomposed inio three sets of consistent

local balance equations:

'he rational Laplace transform class includes or gi Q(DIi' 2 . 0) = Q(E) Vi 2 Dn 191
approximates all distributions found in practice. .
As in example of the flexibility of the method, i P 

i  
Q(D I iD , D) = i E)

note that a single exponential server models k-1 k-l Q ,"'Dk-l
+  

'" = k
exponential packet lengths and that a series of

ViED 2 < k < n
servers (P =1) approaches the constant packet k' - -

length case as the number n increases. (10)
n

The system with decomposed nodes as above, 2 (1-Pt) P k Q(D.I, ... ,D) =
is a Narkov process with Poisson scheduling and k=1

exponential servers. The state of the system V i4N
must contain information on busy (transmitting) D

nodes and their respective current stage of
t.ansmission. Let D0 be the set of busy PRU's at

k b Equations (9) and (10) equate the flow into E due
stage I. The network state E is the collection to arrivals at stage k of node i to the flow out
If subsets Dk  The set D of busy PRU's regard- of E due to departures from the same stage of the
:ess of taie is given by same node. Equations (II) are obtained by con- '

sidering an additional stage, the idle stage



nherebv noe 1 is idle but permitted to transmit, A slight modification extends t ie analysis t)
f Then we equate the tlJw rnt E due to scenarios whereby node transmits packets ,i

t different average length to each It its neihbrs-,:-,vais to the idle stage of node 1 to the flow

ut ,t E lue to leparture from this st4ge of node ]"
u.k iu t 1 n , 1 1 can be )bta ined tfrom k 9) andle

r.,O) earan g c.)ane ubmnd fro(9) and Let gi, and i/Pi be the scheduling rate and

for rearranging 1)and summing (9 ) and ( 10) j I
for all k's. Thus 9) and (10) constitute an average packet length for the I to j transmission.

independent set of local balance equations, con- We keep the same structure as before by breaking

sistent with II) and summing up to the global the node i into a set of "micronodes," one for

balance equation (8). For similar reasoning on each neighbor. Micronodes are connected in our

local balance equations, see [11] and [12]. In topology if they can hear each other. Obviously

!2 similar processes are characterized within micronodes belonging to the same node i are fully

.ne :ontext of M1arkov fields for spatial pro- connected and so are micronodes belonging to nodes

:esses. connected in our initial topology. As an example,

a five node chain will be decomposed as in

From the local balance equations, it easily Figure 2. Since nodes 2, 3 and 4 are transmitting

follows that the stationary state probabilities to two neighbors they are decomposed into two
Q(E( possess product form solutions, namely micronodes. By applying the results of the

previous section, we have that for a successful

gi transmission from 2 to 3,
D, . Dn )  Q() n s g pv

icD i itD 2  2) s21 = P(I,2,2' ,3,3') = SP(4,4' 5
g. 'Pg 21  SP(V)

K gi P! P; < X f i g ' n-I where

itD3 P3 ieD n  W 1
3 3 a (12) SP(4,4',5) = I g4 3 +g 45 + g54

If (D) denotes the steady-state probability that *4 4 5

the nodes in D are busy regardless of the stage
of transmission, Q(D) will consist of the sum of S,1 52 S25 ;3 S4 5S4 4,5 45

All states [D0 02...D n which include a node -. 3~--- -~ * ~ **

D at some stage k, iFD Thus I

S21 532 S

All partitions such that u n 4
D =D I U D, U .. U Dn  S54

UD
2

'Di 
... 

UD 

)
or 55

I i Q ( =Q --P R-3 --__.- -4

i D ki 2 3 Ph set 53 5 4

and from (7) 2 Micronode eurmpcsiron of a Fe - No(e Chon

Q(D) = Q((D) C1 Li q.e.d.
iD Pi N w dei e g 4? g45 ang, 54

Thus the steady, state probabilities of the set of Nodfne G 43 P 45 an 5  54,

busy nodes has a product form solution, and
depends on the average packet length (possibly in other words let Gi be the average normalized
different for each node) for packet length dis- scheduling rate of node i.
tributions with rational Laplace transform.
These distributions need not be the same for each
node. The number of stages n used in the proof G. : ( _13)
corresponds to the maximum number of stages in j Pij
the network. For nodes with amalier n, the
branching probability Pk can be set to zero to It follows that for this example results are
truncate stages. identical as in the original topology before

decomposition but with gl/p replaced by (13).
IV. NODES TRANSMITTING DIFFERLNT PACKET

LENGTHS TO EACH NEIGHBOR In general consider SP(B*) where B* is the
set of micronodes associated with the set of nodes

In the previous section, we assumed that B. Let node i C B and denote its micronodes by ij

each node i schedules packet transmissions at an where j are neighbors of i. We use the relation
Aggregate rate g, and with average length I/p i (5,"
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gl As a special case with C containing one

SP.B-. - - SP B-N l[ node i

SP(V) SP V-l) - G SP(V-N >20)
r sic ?nodlesI

SPiB* ) = SP( B* -:I,jP W. SP(B*-N*,) Sets N and N above, denote the sets of
ijI Dii neighbors of i and all nodes in D respectively.

N.,te that because of the conectivity of micro- Finally, if C is a cut, i.e. a set of nodes wnich
n-les, N* is the same for all j, namely the set when removed decomposes the network into two

X, isolated subsets A and B. it follows from (16)
o i mcronodes of N1, N*. Let i* be the set of

that for all independent sets DC

':ronodes of i. Then proceeding recursively we
: SP(V-C-ND) SP(A-ND) SP(B-N D (19)

SPtB-) = SP(B*-i*) + 2 ! SP(B*-N't) (15) and

I SP(V-C2 - SP(A) SP(B)

sing (13! and repeating the above process we
fin that eatond illustctll thos fore r s eAs an example, consider the 10 node networkfind that equation (6) still holds for the .origi- illustrated in Figure 3. By choosing C f 5,61,
nal nodes, but with gi/i1 replaced by GI given in the network is decomposed into three subsets, A, B

13). In the special case where all packets and C with A and B being totally isolated from
transmitted by L have average length I/pi, then each other. Applying (17) and (19) we can reduce

gi /p the computations needed to evaluate SP(V) as

follows:

V. COMPUTATION OF SP(A) SP(V)=SP(l,2,3,4,5,6,7,8,9,l0)=

As seen from equations (4), (5) and (6) =SP(l 2,3,4,7 8,9,10) + GSP(,4,9,10)
evaluation of s i/gi, requires an efficient way 5

ot computing SP(A) expressions for various sets + G SP(l,2,7,lO)
of nodes. Recall that SP(A) stands for sums of 6
products of rates . on all possible independent

I G G SP(1,lO)
ubsets of A. By an independent set we denote a 5 6 S ,

set o nodes which do not communicate (i.e. are
not neighbors). =SP(l,2,3,4)SP(7,8,9,10) + G5 SP(1,4)'SP(9,10)

SP A) = I 13 GiDbA iED + G6 SP(l,2)'SP(7,10)

A straightforward algorithm to evaluate
SP(A) would require identification of all inde- 5 6
pendent subsets of A, a problem dual to identifi-
cation of all cliques in a graph and thus NP- We can now proceed to direct evaluation of sums-
complete (a clique is a fully connected subset of of-products for subsets with 4 nodes at the most

a graph). It is however possible to handle con- instead of 10 initially.
siderable size networks by using several proper-
ties of the SP(A) function. We summarize some of
them and demonstrate via an example how to decom- A

pose a network into smaller segments. -.

If two subsets of nodes A and B are isolated , . .
from each other, then in [71 it is shown that 3 |_.'-- ' /

SP(AUB) = SP(A) SP(B) (16) 4 .__-- .

If C is an arbitrary subset of V, it can be .7
shown that

SPfV = SP(V-C' + 2 I G SP(V-C-N ) F, 3 Ee moe

D-C tFD ,(17)* VI. CONCLUSIONS

7his result is due to Mr. W. Chen, of the Bell We have shown how our work on an analysis of
Telephone Laboratories and the Polytechnic multihop packet radio networks, originally done
Institute of New York and can be proven by for exponential packet lengths, can be extended to
,onsidering all terms not including nodes in C packet length distributions with rational Laplace
and then all terms involving different inde- transforms. Thus the results previously obtained
pendent subsets of C. can be used in this more general case with only
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1, Multiple A(c(,--, tiriqUes with Arbitrary

l'icket Lenuth 1)1 ;trltbutior) -

t I Intr'oducthon

in iLi r'iqinil multihop packet radio analysis, we assumed expo-

nentily di;tribut ed pdcket lengths. We have been able to generalize

the anmlys is lot pi l lnqlhs having densities formed by the positive

sum of exponential terms (see Appendix C). In our analysis we as-

sumed that pr,!;,ngatiorn delays among neighboring PRU's are negligible.

'Thus in a ;arrier Serving Multiple Access (CSMA) mode of operation,

collisions may occur due to the "hidden terminal" phenomenon only

(i.e., two non-communicating PRU's schedule packet transmissions to a

common neighbor simultaneously).

(:SMA analyses incorporating the effects of propagation delays have

10 teen reported extensively in the literature for single-hop networks

i.e. all lV ': her r,,h other) and lixed packet sites. As a first

step in gener,fli/tng these results, we studied single-hop multiple access

protocols with non-Iixed packet lengths. Although our main thrust. is

o) :SMA piarket radio, we also derived formulas for pure ALOHA and

SNIA with collision detection HSA C). the former was a necessary

ste(p in order to demonst rate the impactt ot packet length distribution on

the -implest multiple W :, mt hod, whereas the latter is a straight-

tor",,ard extension of pure+ CSMA and is especially popular in local

nt,1wortkinq (,nvironlienr't. . 'te thit the pure ALOHA case was studied

vsly Ihris no extension hais been reported on CSMA to our

km ,w igi. Id 'h :\A ,1. r suIt (: so simple that it may alr'eady be

kri~wfvr

i'9.



In what follows, w2 summarize the variable packet length analyses

p in pure ALOHA, CSMA and CSMA/CD. In all cases we assumed infi-

nitely many Poisson sources and Poisson aggregate scheduling pro-

cesses, with rates s and g packets/sec respectively. Packet lengths

are distributed arbitrarily.

B.2 Pure ALOHA

Referring to Figure 9, we consider a transmission of length Y

(shaded). This transmission will be successful if a) no other packet is

transmitted in Y seconds and b) no previously transmitted packet is

still transmitting. We are assuming zero capture. Calling these prob-

abilities Pa and PbI we obtain s = gPaPb* But

P = f e-gy fY(y) dy MY(-g)
0

where

MY(g) f eg y fY(y)dy
0

is the moment generating function of Y and fY(y) is its density. Pb is

found by considering the T second interval prior to the transmission in

question. Assume transmissions in that interval occur T. seconds

before the start of our test transmission and have length Yi. Then

Pb Jim P(all Ti > Yi) F,

But the number of transmissions in T is Poisson and all are identically

distributed and independent. Therefore -P

2. I)



P(all T. > Y.) I [P(T i > Yi) k - gie
1- 1 k=O

-gT[1-P(T > Y gTP(Ti < Y i )

=e -e

Here T i is uniform in the interval (0,T) and Yi is distributed as Y.

They are independent. Thus

T
P(T i  i f [1 - Fy(t)] dt

0

and

cc

TP(T i < Yi) - f [1 - Fy(t)] dt = E(Y)
0

Here Fy(y) is the distribution function of Y and E(Y) its expectation.

Finally we have

s = gMy(-g) e -gE(Y)

Note that if Y is fixed then s = ge - 2 g y as it should.

But Y is the length of the transmitted packets. Condition (b)

above does not involve the length of the transmitted packet Y. But

condition (b) does! Longer packets are more likely to suffer a colli-

sion. Let X be the length of the offered (or successful) packets. Y

should in a sense be larger since longer packets are retransmitted more

often. Due to condition (a) alone a packet of length x will be suc-

cessfully transmitted with probability e - gx and requires an average of

e gx transmissions to be successful. Thus

fy(y) = egy fx(y)/M x(g). 0

26
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Also

dMx(g) .
E(Y) /Mx(g)

and Pa 1/M (g)a x

Thus s = ( e -gMx'(g)/Mx(g)

This also reduces to s = ge - 2gx when Mx(g) = egx . This result has
been already established [5] but is derived here in a different manner. "il

B.3 CSMA

Refer to Figure 10 for CSMA. After an idle period a packet

scheduled with rate g is transmitted. The packet lasts for X seconds.

In the propagation time a after transmission any other scheduled packet

can also be transmitted thus causing a collision. We assume X > a.

Again we assume zero capture. If no such packet is transmitted, then

the original transmission is successful, lasts for X seconds, and is

followed by an a second period to clear the channel and the idle state

resumes. Thus the successful rate is

s = ge - g a P(channel is idle).

But P(channel is idle) = 1/
1/g + a + E(Z)

where 1/g is the average idle time and Z is the busy period exclusive

of the last a seconds.

To evaluate E(Z) we denote the times of the transmissions of

interfering packets as Ti and their lengths as X . The number of such

packets is exponential. Collisions depend only upon the propagation

time a and not on the length of the transmitted packet as in ALOHA.

Thus
4
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Z = max {X, T. + Xi}.

and F (z) = Fx(z) k=0

* where W = Ti + Xi, Ti is uniform in (O,a) and is independent of Xi,
which is distributed as X. Thus

-ga[1 - FW(z)l
* Fz) = Fx(z) e:

and E(Z) = f [1 - Fz(z)] dz.
0

The last two equations can be used to find E(Z), although not easily.

Finally

e-ga1*ga + gE(Z)

B.4 CSMA/CD

Refer to Figure 11 for CSMA/CD (unslotted). Here collisions are

detected and transmissions aborted. Again packets are scheduled with

a rate g. After an idle period a packet is transmitted. If no packets
* Sl

are transmitted in the next a seconds that packet is successful. After

a seconds to clear, the channel returns to idle. A scheduled packet

can be transmitted in the first a seconds and will cause a collision.

But it will be aborted a seconds after the original transmission. The

original transmission will be aborted a seconds after the start of the

colliding packet. Thus, as before,

28



s ge ga P(channel idle).

P(channel idle) = 1 1/ga+

and Z - X, with prob. e~g

min{T.} + a, with prob. 1 - ga.-

Here we assume, for convenience, that X > 2a. Solving we get

OD k
E(Z) = E(X)e-ga +X + a) jg1i e-ga

1 + +1

Noeta nyE(X)e appar in th 1abe- a eqain
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In a previous paper [11 we developed an analytical model of

multihop packet radio networks operating under CSMA (Carrier Sense

*Multiple Access), Poisson arrivals, perfect acknowledgements (i.e.

acknowledgements always heard and not taking any channel capacity),

perfect capture, and zero propagation delay. This yields a Markov

* model of the system and the relationship *

5..- L N. (1)

i

where s is the required successful rate (in packets per unit of

transmission time) of transmissions from node I to node j, g j is the

scheduled rate of traffic from node i to node j, P(A) is the proba-

bility that all nodes in set A are idle (and says nothing about other

nodes), N.i is the neighborhood of node i (i.e. , node i together with

all nodes which can hear its transmissions), and N. is the neighbor-

hood of node j. Some of the above assumptions about the network

* S.,

model can be relaxed to include a more general class ol networks, buLt

we use the simple model above for the sake of clarity. It is unlikely

that such generalizations would significantly affect the computationai

procedure described below.

We are given r., the required end-to-end traffic from i to j, for,

all nodes i and j. We assume a routing has been done yielding hop-
ro

byho rsequrement sode a.oe arfoge the conneoftivity ty is uniey
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node. Equation ] 'tates that a transmission will be successfully

received once it is scheduled if it is transmitted dnd it no neighbor of

the receiver is transmitting at the time transmission begins. (ur

assumption of perfect capture allows us to ignore interference from

any subsequent transmissions.)

In our previous work [1 we have shown that the probability of

d set of nodes, A, being idle is given by

P(A) : 71 G. / 7 T G. (2)
ICAc iFI Ic V izl]

where Ac is the complement of A, (i.e. all nodes not in A), I is; ,n

independent set (i.e. nodes which all cannot hear each other), and G
61

is the total scheduled rate from node i (i.e. G. is the sum on j of 0

g..). We refer to the quantities in Equation 2 as sums of products on
'i

a set A and denote it by SP(A). We can thus rewrite (1) as

S.. SP(V-(Niu N.)) e
i =f.. (G) (3)

gij SP(V) ij

where G (GI, G2. . .G) and G. i gij. Then we can write,

S .. -
g.. (4)

gij f'i ("
It

We then can iteratively compute new estimates of the g ij given

* current estimates of these quantities and hence the G.. Our previous

experience, reported in III showed that if the network can support

the given si then the iteration will converge if we start with qi sii.

Nate that (;ij " S ".

(onceptualy, then, the problem is solved. One need only -et

up the expressions for the F ij (G) and iterate (4) for, each i and j

until successive estimates for the (I. convergqe to within m;ome given
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tolerance. This was done for small networks and for larger networks

with symmetric traffic and connectivity; results using this procedure -

are reported in [11-[4).

For larger networks without symmetry, however, several signifi-

cant problems are encountered. Foremost among these is that, in

general, the number of terms in SP(V) grows exponentially with the

number of nodes in V. Specifically, the number of terms in SP(V)

equals the number of independent sets in V. In the worst case,

when all nodes are independent of one another, SP(V) includes a term

corresponding to each of the 2N subsets of V. While such a case

cor, esponds to an unrealistic situation where no nodes can communicate

with one another, many real networks are loosely connected and thus

contain a very large number of indepent sets. Indeed, this number

will grow exponentially with N if connectivity (average nodal degree)

does not increase with N. This can be seen by examining any regular

topology; e.g., a grid.

Even if the number of terms in SP(V) can be controlled, say to

grow quadratically with N, there are still several problems. First,

SP(A) must be generated not only for A=V, but for many other sets

as well. In particular, each F.. will have a different SP(A) in theII

numerator. Also, F.. must be evaluated not once but many times

before the iteration converges. Finally, the process of generating

the F.. must be automated in order to avoid tediously having to man-

ually input the individual expressions.

We now describe a procedure whch overcomes all these problems.

We first observe that in the pathological case of all nodes independent,

SP(V) can be written as



N
SP(V) n (I+G) (5)

i=I

It this expression were expanded directly into a sum of products form

N
it would indeed contain 2' terms as was remarked above. As it is

written, however, only N additions and N-1 multiplications are re-

quired for its evaluation. While, again, the situation where all nodes

are independent of one another is unrealistic, the observation is

nevertheless important. It is possible to make the evaluaton of SP(A)

tractable by grouping together common subexpressions and using the

distribution of multiplication over addition to reduce the number of

arithmetic operations. This is the basis for the procedure described

below.

Every independent set either contains a given node, i, or it

does not. If the set contains node i then it does not contain any

neighbors of i. We can thus evaluate SP(A) by

SP(A) SP(A-i) + Gi SP(A-N i) (6)

SP(O) = 1

where i is any member of A.

This recursive expansion of SP(A) can generate up to 2 1A1

terms, where JAI is the cardinality of A, but fewer terms will be

generated in general since A-N i will eventually become p and terminate

the recursion. A more dramatic reduction in the number of generated

terms will occur if we recognize sets, A, which have already appeared

and, hence, for which SP(A) is already known. In this case, the

known value of SP(A) is used directly and no further recursive

expansion is required. This corresponds exactly to factoring out a

common subexpression.

- - - - - -
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As an example of how this procedure works, consider the net-

* work shown in Figure 1. We begin by computing SP(V). The recur-

sive expansion of SP(V) is shown in Figure 2. Each node in Figure 2

corresponds to an expansion using (6) Thus, for example, the root

of the tree corresponds to

SP({12345}) = SP({12345}-{1}) + Gi-SP({12345}-NI) (7)

where N 1={123}. The G i represent the same term appearing in (6).

* In each case we expanded SP(A) about the lowest numbered node in 0

set A. This was done for simplicity. In fact, the selection of which

node to expand about is significant and will be discussed later.

Nodes followed by an asterisk in Figure 2 correspond to terms which

have already been generated and therefore need not be expanded.

As can be seen, there are 6 distinct nodes in Figure 2.

The first six rows of Table 1 correspond to the six distinct

nodes in Figure 2. The seventh row of Table 1 and the column

labeled NEXT will be explained below, as will be the procedure for

generating Table 1. The first five columns of the first six rows in

Table 1 represent the recursive expansion of SP(V) as shown in

Figure 2. For example, Row 1 in Table 1 corresponds to Equation

(7) above where Terms 1 and 2 are the appropriate SP(A)

and GMULT=G..

If the column labeled VALUE is used to hold numerical values of

SP for the sets given in the column labeled SET, and GVAL (i)

contains the current numerical value of G, the current estimate of

the scheduled rate from node i, then Table 1 can be used to obtain

the numerical value of one set given values of others. Specifically, .O

VALUE(5) corresponds to SP(O) and is equal to I by definition. This

value can then be used to obtain VALUE(4):

S
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Row Set ierfIn I Term 2 GMJ LT N '1' VAI ,111

SI { 123451 2 3 I 0

2 {2345 6 4 2 1

4 5 4 6 -

4 {51 5 5 5 3 -

4p5 0 - o 7 1
6 {3451 3 4 3 2 -

7 {1} 5 5 1 1 -

Table I (,ode Table for all SP( A)

-- ]

C2

6i

31

4I

7l

55

Figure 3 Precedence graph
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VALUE(4) = VALUE (TERM1(4)) + GVAL (GMULT(4))

VALUE (TERM2(4))

VALUE(5) + GVAL(5) * VALUE(5)

=I+G 5

which is, of course, SP({5}).

It is necessary that the rows of Table 1 be evaluated in the

correct order so that the appropriate VALUE's are available when

they appear as terms in larger expressions. While this ordering is

not unique, there is a precedence of rows imposed by Table 1. This

precedence is shown in Figure 3. An arc leads from node i to node j

in Figure 3 if row i must be evaluated before row j. This graph is

obtainable directly from Table 1 using the columns labeled ROW,

TERMI, and TERM2. Physically, we represent Figure 3 by the out-

ward adjacency of each node (i.e. a list of the endpoints of arcs

leading out of it) and the inward degree of each node (the number of

arcs leading into it). With this information one can do a topological

sort of the nodes (c.f. Knuth[5]), i.e., we sort the nodes by current ,0

inward degree, continually reducing the inward degree by eliminating

nodes already sorted. Topological sorting is a simple procedure

whose running time is proportional to the number of arcs in the

precedence graph and which produces a list of nodes in precedence

order. In this case, the resulting list would be 5,7,4,3,6,2,1. Note

that each row in Table 1 can be dependent upon at most two others

and so the number of arcs in the precedence graph, the size of the

adjacency list, and the run time of the topological sort are all linear

in tht number of rows in Table 1.



The column labeled NEXT gives the next row to evaluate as

4 given by the topological sort. Row 5, r Jrresponding to 0 is of course

first; this fact is recorded in a var Able called FIRST. Thus, Table

1 allows us to evaluate SP(V) simpty by making a single pass through

Table 1 and doing one addition and one multiplication per row.

We have thus solved the problems of how to automatically generate

a functional expression for SP(V), how to avoid having to reevaluate

common subexpressions, and how to simplify the iterative calculation

of the G.. With respect to the last point, note that Table I is set up

only once. The evaluation of the SP(A) is then straightforward,

requiring only K additions and K multiplications, where K is the

number of rows in Table 1. Indeed, one generation of Table 1 suffices

for the evaluation of the G. for many values of s, which would be

useful in analyzing variations in routing and offered traffic.

We require not only SP(V) but also SP(V-(N i U N.)) for all i and

j which are neighbors and have s.. > 0. We represent all these other1)

SP(A) in Table 1 in exactly the same way as we do SP(V) and we

take full advantage of common subexpressions among all SP(A) and

SP(V). Thus, for example,

SP(V-(N 2 U N3 )) = SP({5):

which is already in Table 1, so we do not add a row for it. Indeed,

as it turns out in this case, the only addition to Table I is necessi-

tated by SP(V-(N 4 U N 5 )) = SP({1). This expands directly in terms

of SP(O) and hence necessitates the addition of only one row, Row 7,

to Table 1. Note that the topological sort and evaluation of VALUE is

done for the entire table. Thus, for each iteration on the G i , only

one pass through Table 1 need be made to obtain all necessary SP(A).
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The evaluation of F.. in Equation (3) amounts simply to dividing the

VALUE in the row corresponding to SP(V-(N i L) N.)) by the VALUE in

the row corresponding to SP(V). The appropriate row numbers are,

of course, recorded in a table once during the procedure which

generates Table 1.

The actual procedure for generating Table 1 is now outlined. A

3tack of sets, A, for which SP(A) is to be recursively expanded is

a maintained. Initially, the stack contains V, the complete node set.

It is convenient to maintain such sets and the neighborhood sets N.

as bit vectors. At each stage, the set, A, at the top of the stack is

popped and the sets A-i* and A-Ni* are formed, where i* is the most

desirable node in A to expand upon. A single ordering of nodes in V

is produced according to criteria defined below and is used to deter-

mine i* for all A. Assume therefore that the nodes in the network

have been numbered according to their desirability; i* then corre-

sponds to the leftmost 1 in the bit vector representing A. This value

should be recorded along with the set A so that it can be used as the -

starting point for the search for the best node in the sets A-i* and

A-Ni*. This value in fact already appears in the GMULT entry in

each row.

Initially, Table 1 contain- only one row, corresponding to V.

The SET entry in row 1 contains a vector of N l's. As a set, A, is

popped from the top of the stack, its TERM1 and TERM2 entries are

set. These should correspond to the rows in Table 1 whose SET

entries contain A-i* and A-Ni. A search of the SET entries cur-

rently in Table 1 is made to determine if these sets are already

present. If so, the row containing each set is recorded in the TERMI

p.,
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and TERM2 entries of the current row. It not, a row is tdded to

Table I for each new set, the SET and GMIJI.T entries are tilled in, S

and the new sets are added to the stack of sets to be evaluated. In

practice, the row number in Table 1 rather than the set itself is;

placed in the stack in order to avoid having to search for it. As ,

binary search tree or AVL. tree 161 structure on the .St1' l ,iut.

should be kept to facilitate the search for existing sets. An alter-

le native to this is to hash these entries as described in [6].

To generate entries corresponding to SP(V-( N. U NJ, these

sets are treated exactly like those arising above; i.e. a search is

made for them and if necessary they are added to Table 1 and to the

stack. The scarch for i* in such sets starts at node 1.

We thus see that both the code generation procedure and evalua-

tion procedures are proportional to the number of rows in Table I.

There are other factors such as the search time for existing sets, the

search for i* in each row, ard the generation of sets V-IN.i U NjI.

O These latter factors are minor, at worst polynomial in the number of

nodes. Our primary concern is then with the number of rows in

Table 1, which can theoretically grow exponentially with N, the

number o nodes.

The number of rows in Table I will be kept down it sets arise

repeatedly in the expansion process. This is more likely to happen if

0 a consistent ordering o1 the nodes is used in expanding ill sets.

'This is in fact done, as was mentioned above. It network connec-

tivity is related to distance, a node ordering based on location will

result in similar subsets being generated during the expansion process.

More generally, any ordering based on connectivity is likely to h lp.

40
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Alternatively, an ordering based upon nodal degree may be

advantageous. Expanding on nodes with large degree will cause 9

A-Ni, to shrink rapidly to p and thereby reduce the number of gen-

erated terms. Conversely if node i has no neighbors in A, then A-i

= A-N. and only one subexpression instead of two is created.

Another possibility for controlling the size of Table 1 is to

decompose a large network by numbering all the nodes in a cut (sep-

arating set) first, then numbering all the nodes on one side of the -9

cut, and finally numbering all the nodes on the other side, as in

shown in Figure 4. This guarantees that once expansion of the nodes

in the cut (nodes 1 through K) is done, the remaining sum of products 0

will factor since

SP(AU B) SP(A)-SP(B) (7)

if A and B are completely disconnected from one another. In par-

ticular, it can be shown that

SP(V) i n G) SP(V-N (8)
ICC I -i)

where C is any subset of V, I is any independent subset of C, and

N I is the union of the neighborhoods of nodes in I.

A B -

'O(K+I,M) (M+I,N)I

Fig. 4 Decomposition of a network using a cut

* .d
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If C is a cut, dividing V into disjoint set., A nid h vo lh no links

between them, as in figure '1, then Equation (8) becomes 0

SP(V) T 2t n .) Sl'(A-NI) S (B-N )
IC(c i" I

Thus , the sum of products "factors" 'The numbering scheme will "1

ensure that the nodes in B-N are left for last and hence become a

common subexpression for all subsets of SP A-NI). Thus, the factors

in (9) will be evaluated separately and multiplied together at the end. 0

This technique can be applied recursively to decompose very large

networks. It appears to have the property that Table I will grow at

worst exponentially in the size of the cuts. ,

We have coded a preliminary version of this procedure in order

to perform experiments to determine the growth rate of '['able I as a

function of N using various types of connectivity and node orderings.

'Thus far, the, tollowing conclusions and obse r', ilions have been made:

I. Random X and Y coordinates were generated for N nodes in

a unit square. Euclidean distances were computed. A

threshold, '', was varied from 0 to 2. Nodes at distance IF

or less were said to be connected. Lxperiments for' N=I5

and N 3O were run. Nodtes- were ordered bas ed on the' sum

ot their X and Y (oordinites. [,or N,-if , 'labIe I typically

had about 50 rows, tr 'SP(V) only. tor N-30, Iable I

typic(ally had about 12(0 rows. the 'onclusion we draw on

the basis ot this limited data is that Table I does, not

aippear to be gr'owing exponentially. Indeed, it seems to be

(Jrowinq only slightly faster than linearly.



2. For random connectivity and node ordering based on nodal

degree (largest first) roughly 80 terms were generated for

N=15 and roughly 600 terms for N=30. These results,

based on few runs, are inconclusive.

i. 6rid networks (nodes evenly spaced over a unit square) of

25 nodes and varying connectivity were examined using

distance based connectivity as ir I above. Table size

varied with connectivity, with the worst case being 130

terms at a nodal degree around 0. Again, the conclusion is

that table size does not seem to be growing very rapidly.

We are currently implementing a more complete version of the

procedure in order, to do more extensive testing.
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1x. INTRODUCTION

Packet radio has recently emerged as a viable technology for both fixed and mobile

computer communications. It utilizes packet-switched communications, which became

highly important in computer communication networks, over broadcast radio channels.

The original packet switching concept was based on point-to-point data circuits

interconnecting network packet switches. With technology advances in satellite and ground

radio broadcasting, packet radio networks have become an area of major interest [6].

During the early 1970's, the ALOHA project at the University of Hawaii demonstrated the

feasibility of using packet broadcasting for bursty computer traffic [1].

In a broadcast radio network, channels are shared by a set of nodes and cannot be

dedicated to specific pairs. Numerous studies ([l], [6], [7], (5], and C9] ) have shown

that "fixed capacity assignments" are wasteful for many applications compared to "random

access schemes" which result in a dynamic sharing of channel capacity without centralized

control. These studies focused on a single-hop network, whereby Packet Radio Units (PRU's)

attempt to transmit data to a single central station. In conjunction with the fact that there

is no control over access to the channel, destructive errors result when several packets are

received simultaneously or "collide." These collisions reduce the channel throughput under

random access. "-

The analysis of multihoo packet radio networks involving packet routing via relays, is

extremely difficult. So one must use simulation P,9], [10] or study simple models to

measure network performance, mainly the network capacity or network throughput [8],

(14], and [15]. The throughput of multihop slotted ALOHA network was studied recently,

[12), and it was found that one of the most important factors affecting it, is the

transmission radius (or transmission power) used by the nodes. To increase the throughput,

one may even want to reduce the transmission power to a level lower than the maximum

possible. &

Techniques which are used to increase the network throughput include Carrier Sensing

Multiple Access (CSMA) [132, and resolution of collisions via packet capture mechanisms.

The effect of capture in increasing the network throughput was studied ir [2) and [1I] for

single-hop networks. In [4] the effect of capture on the throughout was investigated for

multiple transmitters and receivers in a slotted ALOHA environment.

The problem of obtaining exact expressions for throughput and blocking probabilities in

multihop packet radio networks using CSMA access method was considered in [3] . Exact
4 results were obtained assuming exponential packet lengths for general topologies. This

analysis has been extended to constant packet length for selected simple topologies.

A 1.1



In this work, we consider multihop packet radio networks using slotted ,brd unslotted

ALOHA access methods with and without capture. We consider a set of ident.cal PRU's 0
randomly (uniformly) distributed in the plane. We find, via analytic techniques and

computer experimentation, that the ootimal density of radio units which maximizes the

throughput of the network is the same for all access methods considered and corresponds to

the previous found value for the slotted ALOHA case without capture [12]. '-
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2. SLOTTED CASE MODEL

The nodes of the network are assumed to be uniformly distributed with density ).

Two access methods are considered:

No capture (slotted ALOHA).

Capture (closest neighbor).

We consider a multihop packet radio network, with transceivers uniformly distributed in a

large geographical area. Packet Radio Units (PRU's) have equal transmission range. Any

node within the circle of radius r around a transmitting node will hear the transmission and

can respond to it. Each node always has a message to send and will do so whenever

permitted. (see Figure 1).

Let:

A - Range of reception for terminal i.

N - Number of terminals in the area A.

G - Probability of a packet transmission during a slot by a terminal.

- Probability of successful reception of a packet from a transmitting

terminal of the area A.

q*= Pr { a neighbor transmits successfully to i/A1  = P1 . P2 P3 ;

where P1 - probability that i does not transmit.

4 P 1 ;1-G

P 2 Probability that a neighbor from area A1 transmits to i and i can receive

the packet.

2.1
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P2 = G (1 - G) - no capture (one transmission)

N.

P2 z - (1 - G) - capture (one or more attempts made)

P3  " Probability that captured packet is destined to i, while source has N

options to address.

P3 =--'i

Therefore,

a. No capture (slotted ALOHA):

Ni

% G(1 -G)

b. Capture:

qt = 1._G [1 -(Ul-G)]N 0

Assuming that the number of terminals in an area A is a Poisson random variable with

density ), we have that S (the throughput to a node) is given by:

iA) ~-XA(X .OA)i e~
s= £.

ill i!

A - Average degree.

Therefore, 4

a. No capture:

2.3



S= Ge NG Ge"N

b. Capture:

S S(1-G) e'" 1 rl-(I-G)i ]

i=1 ii J

The madimum throughput, will be achieved with G = Gopt, by setting-

dS

The total network throughput Snet' will be:

Snet=n S

Where n is the total number of nodes. The average number of hops in an end-to-end path h

is given in E12:

128 (~

i+e "N- f N [" dt

-1

Therefore, the end-to-end throughput Y is:

Snet

To find Gopt

a. No capture: it is given in (12).

b. Capture:

.N N i

" S:(-G) e U G)
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dS-- Ni  -N i

(G e-e+ r -1- G) 0
i i iP i

or

eN(1-G) 1 -( -~ [11G)

Therefore,

Ni

G =i-j in +i* E [11G~t

60

to
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3. UNSLOTTED CASE MODEL

For the unslotted case, the following schemes are considered:

- Pure ALOHA (All PRU's transmit at random. Collided receptions result into loss

of all colliding packets).

Perfect Capture (In case of collision, the receiver keeps tracidng the packet it

received first. This is possible under a broad range of spread spectrum

I. technologies).

Half-Amplitude Capture (In case of collision, the receiver will listen to the

closest transmitter).

* As in the unslotted case, we assume that PRU's are randomly located in the network area.

The rate of new packets and total rate of packets (including retransmissions) between PRU's

separated by a distance d, are given by Sd and Gd respectively.

0 The following areas 'are defined (see Figure 2):

A1  - Inside the contour D-E-F-C-H-D.

A2  - Inside the contour D-K-C-F-G-E-D.

A - Inside the contour D-J-F-G-E.

A4  - Inside the contour E-G-F-A-E.

A5  - Inside the contour D-E-A-F-C-H-D.

These areas can be expressed as functions of communication radius (r) and variable angle :

A1  = i.r2 2

2 'r~~ 1
A2  = r (2 e sin 2 0 2

3.1
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0, ifd<r/2 orG 1

A3  2 c 2
r2 2  0 i

(2G 3 - sin2G 3 ) -(2 2 sin2 2)z

" - r2 {2cos2e 1 [4Cc&1(,.,[ (0- 1 sin [4Cos'1(

1 + i sin [2 C
4 amCO L4 o 1 /Jj 

_

Since,

, d 2r cos e 1;

8os2d ; and e 3  2 e2 ;

A4 = ~ ~ -

2 1' 2)

wd2-A 4 i r2 s 2 if1 o- 1 1 4

@i

wr 2  [1-4cos2Ge ;if 10 cos "  1A A4
A5 - .ri-A 4  wr2 [1-4 Os2+ A'

Therefore, the joined probability of the number of nodes in the areas above is:

(XA )1 (XA 2 ) 2
P(n, n2) 1 e'X(A 1 + A2)

nl! n2 !

(XA1) n  ( TA3)n3

P(n i , n )  -"eX(AI + A3 ) '.
3 nIe 1 3)

3.3 A



( A 3  (AA4) 4 (,Ae)3 
4

P(n3 V 4 (A * A A)

4,n 3! n4! n!

P( 4, n 4 )
4  (A 5 ) e(A 4 + A5 )

n !
4* 5*

Where nt = population of ith area.

Using the average degree definition:

I2lN
N = Xtr 2

we obtain:

* N(nl + n2) ( 2 sin 2 9 1

n ! n2! it

+ 20( N 22 a
I T T

P(nl, n3) 3 ( ) exp nN (A ) 3);

n n ! Ir3

3,  
= n) 

((2
n3! n4 n5

n5

(1 4 2e + 2 exp -N +L 3
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Pan ( eos 1 - 4 cos

In order to compute the throughput (successful transmission rate Sd between PRU 1 to
PRU 2 separated by a distance d, the following observation is made: For PRU 2 to receive

correctly a packet (of duration normalized to 1), the packet should be transmitted from:

Area (A1 UA 2) during {t - 1, t + 1} for pure ALOHA, (t is the time of packet

transmission).

- Area (A1 UA 2 ) during {t - 1, t} for perfect capture.

- Area (A3 UA 4 UA 5 ) during {t - 1, t +I) for half amplitude capture.

The probability of successful transmission Sd/Gd, will be given as follows:

Pure ALOHA:

Sd -2G (n 1 + n2 )

nGd e P(n1 n2)G d  nI _> 2 n11

S n2 -!°

Perfect Capture:

Sd e-G(nl + n2)

= ± e P(n1, n2)
Gd nj > 2 ni

n 2 >0

Half Amplitude Caoture:

S d I -2G (n4 + n3) n)
-- n + n MY Pn , n,)

Gd n 4 . 2 n4  n5

~5 ?0
n3 > 0

3.S



if A3 exists.

S d. -2G n4Sd n n •n P(n4 , n$5);

Gd n4 2 n4  n5

n, > 0

if A3 =0.

Using the expression for probabilities, transformation d - (see below), and

unconditioning with respect to e 1:

Pure Aloha:

G 1 2  (n+n 2)  f/2 n 2

S = 2 e n !n2 !n f 2 sine1 1 -nI >'2 2 1 /3 Wi

n2 >O -

.exp N (-2 +- - sin 2 de 1 ;

Perfect Caoture:

(n1 +n2 ) 71/2 n3

S= G n !n !n f 2 sin 0 1 -
nj 2 2 n ( s7n
n2 >_0

exp N -2in2 d01;
1I 1r

3-.
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Helf-Amolitude Caoture:

(n 3 +n4 fn)
S G-2G(n 3 n 4 )  N

n 4 > 2 n3!n4!n5! (n4 +n5)
n 3,n5 > 0

* • C~s-1 11.32
I; A 3  n4Cs2e 02A

2. si e 2 1/ r 1- 4 - elf 0

3 1.043

3 - A3  dr2 1O

Ge 4  N (n:4+ 5) w/2=1.571 2 sin ( 4 cos 2 a 1)

f
n4 -2 n4! n5 (n4+n ) cs' 1  1.32

n5

(1-4cos 2 e1) e"N  d 1;

To find Gopt, we set:

dS - .0;

* 3.79



This equation is solved numerically using Newton's method:

f(G1|)
G(i M) = G(i)

V(G('))

for given error value allowed.

Using R, (12], we obtain the throughput:

S
y = ne.__. ; whereS n n . S

net

Tranformation d --

Since d is uniformly distributed (see Figure 3) its distribution will be:

fd(d) 1;

r

[ (d)  f (2r cos 0

lei

'.p]

2r~~2 N 4/ee2

4r4r

4 r <-eO <-O ;

3.8
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f(d)

1/r

d

0 <

d * 2r cos 81

FIGURE 3: PROBABILITY DENSITY FUNCTION OF THE DISTANCE BETWEEN PRUl - PRU2
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4. NUMERICAL RESULTS

The analyses described above were implemented in computer programs in order to

compute the maximum throughput for various average degree values. These programs for

the unslotted cases involve considerable computational complexities and excessive run

times. We have been, however, able to obtain the basic results which are portrayed in ..

Figure 4.

In Figure 4 we show the normalized throughput -L as function of the average degree

N. For slotted capture ease, the value of N, which maximizes the throughput, is 9 or 10, at

which point the optimal network throughput is 0.19 -/'n. The maximizing value of N for the

four other cases is approximately 6, which is the same result as in [12].

Note that the significance of the optimal degree can be interpreted as what should be

the density of PRU's, in a deployment scenario in order to achieve maximum throughput.

4'
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5. FURTHER RESEARCH

The approximate nature of the models studied was justified from the need to obtain a

tractable solution to the optimal density of radio units in a deployment scenario. The

following extensions can be performed using similar assumptions on the random topology and

disregarding boundary effects:

- Model Carrier Sensing Multiple Access (CSMA) with and without capture. No

exact models for CSMA have been so far obtained, due to the non-Marcovian

nature of the resulting packet transmission process (see (3]). Approximate

methods can be devised or additional assumptions on exponential packet lengths

can force a Markovian birth-death approach as in [3].

- Model flood routing, whereby every PRU relays all received packets, regardless

of their ultimate destination.

Further research should address the impact of specific topology and routing instead of
the random dispersed PRU's over an infinite area. More specifically, in [3), Boorstyn and
Kershenbaum proposed a methodology for modeling CSMA packet radio networks with or

without capture, under the assumption of exponential packet length. The generalization of

the method to fixed or general packet length distribution is still an open issue.

Other areas of interest are:

1. Flow control techniques to achieve maximum throughput.

2. Feasibility of using packet radio networks for packetized voice.

-. I
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A Technique for Adaptive Routing in Networks

L ~R(OIII H I H II(M) R'S INN. N M i ii % 1 l)\1 I VNtI It it R u 1:-

,ihiraci- A~ listl-sei adapit roollti %thtnit t,,r pA41,co-..wilshed iii. (it' traftfic to he routed over cachi pathi llthiciw, algortihni
cimpuir communication nrIlutrk% i% pro~posed And insesi~mld. The exist I-or design o1 this type of- routing 131

*first letlel k~ 4U2-i-lifuic and haw.d ton the gl~nhai nrilqprk status. The We canl identity one particular problem with this approach
second csi is dsinamic -Aith decision,. heins! made At each node in an 'Althoug~ odptsaeidc onaynd setalattempt ito obltain the sAsing% in a'&rage deia' predicted h% ahgo ah r nedfud n uecsital

* multiserver model of ihe rnode. "limulaeon's confirm ihe predicted uperates as a collection of' single server queues- one queiic for
improvement. each outgoing branch. Considering the node as a queue tsst

several potential servers, this is not an efficient mnanner of up-
1. INTRODUCTION eration. Indeed, if a inode had k outgoing branches and were

M OST adaptive routing schemes perform about as well as operated as a queue with k servers, then the timie delay would
nonadaptive schemes when evaluated in a Fixed enviion- be reduced by a factor of approximately k. Conversely, th.e

ent Ill. However. they do adapt to changes in network throughput can be increased.
topology and input statistics- The reason they do not show a If the node were operated as suggested above, messages
significant improvement is that they are actually quasi-static would wander aimlessly through thle network and the total
in that they sense and respond to the above changes slowly. performance would be abysmal. Our approach is to retain the
Their goal is to select good paths 121 . good paths for commodities and yet stdl get the benefit of the

We focus our attention on the node, which may be viewved faster performance at the node.
* as a multiple server queueing system. Most adaptive routing Briefly our scheme is as follows 141. Consider _- node as a

schemes operate the node as a collection of single server single queue with several servers (output cl'anniels). For a
queues. If the node is operated as a multiple server queue, an particular commodity. i.e., a message with a certain destina-
advantage at the node of a factor approximately equal to the tion, the use of some of these servers would cause the mes.
number of servers (outgoing branches) can be obtained. How- sages to be sent alone -bad- paths-either too long or too
ever, the control over good pathis may be lost. We showv that congested. Thus, for each commodity and at each node we

* we can siniultaneously obtain both good paths and Improved specify a subset of the output channels as allowiable arid
node performance. These improvements in time delay exist permit the message to use any allowvable charnel according to
for the network as well. Consequently. network bandwidth some discipline. Each commodity appearing at the node has
:an he sigiificantly reduced. Furthermore. the approach lends its own allowable set of channels. There restrictions force
itself to analysis. We also discuss limits and extensions. messages to use "good" paths. It has already been noted 15;

Many computer comnmunication networks (ARPANET. that an advantage call be obtained if a selection between
* TE'LENET. TYNINET. etc.) use dynamic routing schemes to relatively good paths is not forced, and the adaptive routing

compensate for :nput traffic variations, to respond to changes scheme continues to allow each of these to be used.
in topology, and to take advantage of temporary changes in The assigmnment of allowable branches at each node for eacti

L loadin~g in different paths. During the design of a ;retwork. conmmodity is one level of our adaptive routing schemne These
the% ire replactd by analytically tractatile nondynamic (static) assigrments are based on essentiall1y global information of
szhemes. Nie presenit here a routing scheme for which we have topoIloy), .flows, and long term averages, and may 6e adiaptive
been able to denle approximate analytical models. Further- in a quasi-static wsay. The second, and trulv dynlamlic, level of 9
mnore. wye catn establish thle efficiency of this scheme, especially, our routing Straley IS l0o:a] anld inIVOlVIs 1 Lthc eue discipline
in heavily loaded situations. at each node. As an examnpl,. consider a inodle with two outi-

A typical static routing scheme would operate as follows. going channels (servers). All messa"e cominiodi tics fall into
Cor-swer as separate coninmodi ties the message originating at a three classes. Two of these must use onis onec of the servers
particulai noeaudesti;w-d ta cnnoeith network and lmmise no choice. Miessagves join the ipproi-ite queue a-W
The static routinei scheme would specify the optimum propor- are served in turn The third class oft miessages may use eithnr

of the two servers aind join a tuird queue
Minuscrirl r ceivcd June 18, I9Sii, rcvi'ed October 2). 9m0. This Another striteg\ at a niodc is ito givec prior mty to the ri~s

%o'k Nsis iu;pmrted i; p~jO b% I. A Arm, CORADCONI under Task sages that have no choice. i.e., ate de,_Lutek; to) one of' :hre
11-9.31 3 lit the Post tDocinr il t'(,._rarn. RA bC. This P.,per wa' prc-
sttd at tiie N.,tiol Teht ., .'ounihitions Conferenc. t)atHas, TX servers. Yet ainothert strjtciZ st ils t.-s '
Dvc:ember 1976 category\ (I oildedktiedl io joinl the shir. er of file two d.'di

R P. liJ,orstvn is %%tih tot tic;,..riin nt of H.cciricalI ncatcit.% jed Wlc '. 1e hate ciliie tire cfil1jlo of 'w
P0i ttrni, Iriirur.c Nvvt .i. . N) I uncrrg 12oojiitc o 'ot
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networks [he measure of pertorraiice was thre average tIme 11hat 1110& it StCrnS t nl I) InIC ]eIl ,he ircjAri k jillie Jei.lj

delay for all messages traversing tile node is T =  !t,, t ) I "I,'I; ,,\-.s .,.nIllm1 r1'N 1 f I!' :Is ah. ,I v LC I
expressed III ;- t I1ti ,1.11 JtJa',

II. NETW )RK MOl'l I Ignoring ro.hi .c to a :! !( . :- lIll . ,c acsd as

We consider a network. actually the hackhone ut a distrib Irultirle server queia. ,lLk P. . 1' .,

uted (store-and-forward) packet-swi tched data communca- at tlis node, and I! all plackets Jin1 oe lar ,,cue ,C.I a:;

tions network, as a collection ol inodes ,mnected b, full seived by any asjalable sef. %. then ,Ae hu.ae an .I .1l,,

duplex links-comprising the topology. The input traffic is with average waiting time at node rIgi,en by
described by a matrix of rates (packets/second) of traffic
originating at one node and destined for another. Index the I 't I

nodes by 1, --, N and denote the links between nodes i and/ IV(,) . k.. 41 I
by (i,j). Alternately, index the links by 1 --. .. (We assume pC k I -p

N nodes and L links.) Denote the input traffic (from source t
to destination j) by -y,, (packets/second). Assume(for simplic- whre P = buy lhokP and P is the probatdgtv that all serts

ity) that the average length of all packets is I/ i bits. Assume are busy. Although Pi can be enumerated given p and k, tie

further that all input streams, for each of the N(N - I) node only property we need here is that P8 -" 1 as P - I.

pairs, are independent and Poisson. Let the link capacities be Contrast the above result to that for a simple server queue

given by C1. where, with P = X/pC, the waiting time at hnk I is

A nonadaptive routing is given by a set of paths for each I p
commodity (node-pair traffic) and the proportion of input Wt -. .. (2)

traffic using each path. From this, the flow in each link in WC I -- p
each direction, Xj,) = , (packets/second), can be found.
Note that y = is the network throughput, or total We see that the multiple server operation has a waiting time 01I

offered load, and X = _,,,\(1 ,) is the total internal traffic. advantage of at least k. The time delay is the waiting time plus
Furthermore, note that l Vv , 1 is the average path length the service time (I/ pC). Asp - 1, the waiting time dominates.
in the network. PB -" I, and the multiple server operation has an advantage in

We assume exponential packet lengths. We further make time delay of a factor of k. Although we concentrate in this
the "independence" assumption [61 that at each node in a paper on packet time delay as a performance measure, man,

path, a new random assignment of the packet length, with the other network situations foc',s on waiting ume. In that case.
same distribution, is made. This idealization leads to the prop- greater re.uctions in delay m1,, be achieved since P8 is of tie
erty that each node can be modeled independently as simple order of pk.

M/M1I or MlIt/k queues. It has been shown that this approxi- In making the above comparison, we assume that the link
mation yields valid results for many network situations [6]. and node utilizations are not increased when adaptive routing
Some care must be taken in situations, such as adaptive is used to obtain multiple server performance at the nodes. .-As-
routing, where dependence between nodes is a key factor. We sume first that only minimum hop paths are used for the non
will ignore this warning until the end, when we comment upon adaptive routing, resulting in single server queues at the links.
its implications, and assume the above type of independence at Allow the adaptive routing to cho,,se between all minimum
each node. hop paths for each commodity This will produce the same

Many streams of traffic converge at a node-from incomng utilization in both cases. If other paths are used in the non-

network links and from outside the network. Some of this adaptive routing, similar, but less precise, arguments can he
traffic is destined for this node. leaves the network, and will made. It will be seen in the next sections that the adaptise
not concern us at this node. The remaining traffic must be routing performs better when more of the tratfic has choice.

routed to an appropriate outgoing link. A nonadaptive strategy Since there is a significant improvemcnt in tine delay, when

decides what proportion of such traffic uses each link on a the utilization is moderate it is possible to trade off a higher

commodity-by-commodity basis. Thus, each link can be utilization by using longer paths with the resulting greater

modeled as an f/M/I queue and has link average time delay choice. In the examples discussed below, we have not found

T, = 11(fiC, - X1). The aver';ge time delay in the network is this to be necessary. In sonre cases khere mrinim hop path,

T (ZAT)r If we define T1 ,rk = (-tXrT)! A as the time are not used in the ,ptirnum nonadaptive rouiting. the adap tic

delay of a typical link, then T = I Tim, routing could still provide I chic; ot swinlar lengt h ,at

Then the utilization will net be increased.
Ill. NODE MODEL These observations are surnmanzed in I-igs I and 2. In Fig

A node in a network has several outgoing links. say k; it I we compare waiting times for queries With two servrs and a
is said to be of degree k In nonadaptive routing, the node single stream of input traffic. MtUltpie server operation Is best.

operates as a collection ,1 sine server queries which we In the othet i ce I .ies. a qucte I, pro ded for eah scitcr
can model as J.11 1 querie, lhris the rie lela, for link and fhe Input strcai o s.i :,l d;'., 'wio In ittcrent ,.is III

I is T, = I,qlaCj -- X ) lie rni e delay :,)r node P? is 7",,, - orer f decre>..ing wilotwaile ,.ii irrs.il kirs Tire :, lle

Y-tXniTrnm/ , n where A(,,) = it , is the rate of traffic queue, arrivals altaitare !h;t- ,evn i,' twOu queues. and arr vnis
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/ tOf f', iirr . [ . {A siflar approach was pre.
sencd In It (.,( fore' ourselves at this level to
choose , )to g ill.:: iitive pailis that are of the same or similar

40 quality. I hat ' ce In the second level. The second level per-A NOOM forms better if lhere are more alternative paths. There is an
3 ALTCNAT( imerent tradeot here. since choosing longer paths places

2JOIN 
/I

. N TEST@UEU( more traffic on !he network. We assume that a selection of
MULTIPL . paths is possible and. although we do not investigate It here.
5(NVRN ,that it can oe made slowly adaptive.

. .. . As a result of the first level procedure, there will be nodes
0.2 0.4 0.6 0.8 LO

T UTILI ZAT ION FACTOR. P where the paths for a particular commodity intersect. including
FIg. 1. Waiting time In a node with two urs for different routing the Origtnating node. Packets at such a node have a choice of

decidon rule& which out;oing link they can use (two or more links will be
in the vart. ,; aliowable paths). There are certain links which

1o may not br u-o by a particular commodity-they lead to bad
IsK &1N4LE SERVERtS paths. We do not force the choice on the packet upon arrival

.6 at the node, but operate the node as a (constrained) multiple
.server facility. It ad packets could choose any of the links,
SMULTIPL then it would indeed be a muluserver facility and we would.5 MULTIPLE( I , •

SERvER get the k-fold improvement in delay. We will show that most

KNISof this improvement is still obtained, even when some server
K4 cannot service some commodities.
Ks$ 1 This two-ievel adaptive procedure will then give us the de-

sired improvement in time delay while maintaining good paths.
0.2 0.4 0.6 0.0 1.0

UTILIZATION,P V. ADAPTIVE NODE MODEL
Fig. 2. WaIting dime in a mu1tipI.*-w-n nvode. First. as shown in Fig. 3. consider a node with two outgoing

links (a and b). Some commodities have assigned paths that
rndomly seect a queue. The latter is equivalent to two single only use one of these links. They have no choice and will be
server queues. In Fig. 2 we contrast multiple server and single routed drec v to a dedicated queue which can only be served

server performance in a node. by one of the servers. Denote the total rate of traffic joining
Our adaptive routing procedure will attempt to obtain these each of the queues as X and ), .Other commodities (of total

performance advantages, rate ),) have paths which use either link a or b. We assign
them to a x.hvtd queue (c). Server a. for example, may choose

0IV. ADAPTIVE ROUTING PROCEDURE to serve a )Lccket from a or c. but not b. We will discuss dif-
First consider routing all packets at a node by allowing ferent stratW 'is for the server.

them to use any outgoing link. The node can now be modeled The o,i, wiy this constrained multiple server queueing
as a multiple server queue and achieves the already described system diff-r; from M/M/2 behavior Js when queues a and c
performance advantage over single server operation. Path are empty, for example, while queue b is not. One of the

lengths, however, would become extremely long because of servers (a) is idle while the node still has some work. To reduce
this random routing, the total traffic in the network would in- the possibility of this happening, we could keep queue c as
crease catastrophically, and total network performance would large as possible. hlius, an excellent strategy, which appears to
be destroyed. We will show how to achieve the time delay be optimum is to give priority to the dedicated queues, sering
advantage without this deterioration in total network perform- queue c only when one of the dedicated queues is empty.
ance. Another stratevy is to 2llow packets from the stream )I- to

We propose a two-level adaptive routing procedure. The join the shorter o! the two queues (thus eliminating the need
0 first level is global, and while still adaptive, is expected to be for the third queue) We have [41 evaluated these and cother

slowly varying. responding to average statistics of congestion stratepges for ttci ni)de model and more complex node models.
and traffic and alarms due to link failure, onset of congestion, and have found he periormrance of the node as measured by
new traffic, etc. We assume that some mechanism exists for average time delay to be fairly insensitive to the strategy
making adjustments, and that these will be made relatively adopted by the scrivers Although different classes of traffic
infrequently compared to the rate of second level adaptivity. may suffer rzdical, different time delays, the average delay of
We will assume in this paper that te first level of adaptation all traffic in a node rema:qs roughly the same for many good

does not change over the period of interest. sia 1',grc- We ,' il e hrl,)w ,oily two strategies-1he one

The first level consists of assigning a set of "good" paths to irij ' gcjcr. It) ficr dcdc..a'id (lUCUeS and the "ns in

cach commiodity or node pair that wisih to C(ll;tnt litca i. Ii A.. hl c }Ilr, . ' , :1", . I est ,l eite

stead of finding the "best" path. we look for as larFe a sc! as i) I ,". '''c c i 0 c , eci leo rth E(,%") versis

possible of paths that are good in sonie S lse --a sm all v'tinih-'i l /il .... ' .i r., . ..-! r cc. J lt iouis tralfic pat

9
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Fig. 3. A node with two servers. .1 .2 3 4 .5 6 .7 8 1 1 o

10 IMUATIN RSUL i~IrProportion o! tri!ff having cf~oice be
IO0 SIMULATION RESU LT 

be/v

P2P .,b .. 0 0.7 Fig. 5. Performance of a node with three links. Simulation results.

S UPPER BUO '

-. w0(ai/M/II / pairs of servers; ... ; and finally one class of traffic that can use
P all servers (links). Many of these classes may be empty. But

" P if they span all servers, and if the total traffic that is not
P~.. 0.° .BOUWE dedicated is roughly 15-20 percent of the total traffic, then

tM/M/2) nodal delay is reduced by a factor of order k over a single

0.6 0. 1.0 1.2 1.4 .6 1.6 queue model. If the traffic having choice is too light or if
UTILIZATION, P the servers are in isolated groups, then this advantage is re-

Fig. 4. Estimated average number of packets in a node with two links. duced.
Simulation results. In Fig. 5 the normalized time delay (in units of service time

or message length) is given as a function of the amount of traf-
terns. We assume that the two link capacities are equal to C, fic having choice at a three-server node and for various utiliza-

a = Xb, P. = X/IpC, p, = Xc/pC, p = 2p, + pc. The lower tions. These results were obtained by nodal simulations. The
bound is for an M/M12 queue or all nondedicated traffic (Xa = left limit of the graph represents Af/MI 1 or nonadaptive be-
0). The upper bound is for all dedicated traffic (X, = 0) and havior. The right limit represents M/M/3 or the limiting adapt-
represents two MIMI I queues. In general, all of our results lie ive behavior. There are two types of traffic that have choice
between those two bounds of performance. The circled points at a three-server node. One type may be served by any of the
are simulation results for different traffic mixes and the strategy three servers. The other type may be served by only two

that gives priority to dedicated queues. From this figure and servers-there are three different members of this type. A va-
from similar results for three-server nodes and different traf- riety of different combinations were simulated. The resulting

fic patterns (as discussed below and in Fig. 5), the following time delay showed only slight variations for different traffic

rule of thumb has emerged. As long as 15-20 percent of the patterns and depended only upon the total traffic havingchoice.

traffic is not dedicated and the choice of traffic is not appor. It is seen from Fig. 5 that if 15-20 percent of the traffic has

tioned to disjoint sets of servers, then the node behavior will choice, then the behavior is significantly dloser to AI/M13 than

achieve more than half of the improvement of an AM//k to AM//l.
queue. It has been shown (71, [8] that in the limit of heavy For high utilizations, the time delay is dominated by the

traffic (high utilization) a "join the shortest queue" policy tends waiting time and the maximum improvement expected is by a

towards the performance of an M/M/k queue. This is true even factor equal to the degree of the node. For moderate utiliza

if some of the arrivals cannot join some of the queues, but tions, AIIM/k operation would result in even greater relative

there must be some linkage between all the queues. This is just savings.
our node model. Since we believe that our priority strategy is We have been able to develop upper bounds on node per-

better than a join the shortest queue policy, we have that in fUrmance that exlub!t some ot the abovc behavior. For a more

the limit of heavy traffic, 1l/Af/k behavior is achieved, accurate understanding, we have resorled ;o the simulation re-

The above remarks hold for nodes with any number of suits already des,ribed.
links. Assume that a node has k links. Then there are 2k - I Consider the two.server nodc of Fig. and assume that the

classes of input traffic k classes of dedicated trallic, one to dedicated queues have piiorit, leurhcitrue. Id the uapactlcs

* each server; k(k - 1)/2 classes of traffic assigned to specific C I r convenieLr,e Vhen ve -an dcrie (he ohllowing e\ .0
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pressions: is a third of that obtained with .i/,'/I queues. \&hereas an
AI/AI/3 queue would hase an even Smaller waiting tune

ua(W) = p + E(W8 ) (3)
VI N&IV( )RK III R )( RMANCE

j"l1 'b) = P2 + NbE(Wb) (4) In general, vwe cail say that it we adtipt ii, idapti.e r outing
(c P +; X(Wc) + nun ,E(,)+ E(,-)] .procedure, and iI at each node therc is a ,u:',iCIlt animunt Otf

=a,. b nondedicated traffic, then at high utilition tho time delay at
(5) each node is reduced by almost the degree of that node from

the time delay using nonadaptive routing The effect on the
In these equations Wi is the waiting time of queue i, E(Wi ) is network will be to reduce the time delay by a factor on the
its expectation, p, = (, + aXc)/,u, p2 = [Xa + (I - a)X,]/p, order of the average degee of the nodes For moderate utiliza-
and o is the proportion of X, traffic served by server I . PB iS tions, a large part of that advantage will still be achieved As-
again the probability that the system is busy. Equation (3) is sume. for simplicity, that using nonadaptive routing. all links
derived as follows. An arrival to queue a must wait for server I have the same average tune delay T, . Then T = IT, . If our
to finish service, if it is occupied, and then wait for all mes- adaptive strategy is used, then T(,) = l/k(,)TI where k(,) is
sages that it found in queue a to be served. Recall that queue a the degree of node n. For this adaptive routing, the network
has priority. The probabiity of server 1 being busy is PI. there delay becomes at best T: - IT, *X,(X(,)/k(,))lX. If all k(,)
are XaE(Wa) messages already on queue a on the average, and k. then the reduction is of the order of A..
each message has an average service time of lI/I. The accuracy of the approximate performance at a node

Equation (5) is more difficult to derive. An arrival to queue improves as more of the traffic has choice and as the utiliza-
c waits for the next completion of service if the system is tion increases. These results serve as a quick estimate of the
busy. The probability of this is PB and the average time to the benefits obtainable from adaptive routing and are useful as a
next completion is 1/2 p. It must also wait for all the messages design tool.
that it found on queue c when it arrived. Again, the average
number of these is kE(W,) and each goes into service, when ES
allowed, with a rate 2,u. But queue c does not have priority. We have evaluated many examples of networks 14]. Most
Thus, it must also wait for the first queue to put into service of these had some symmetry and a modest number of nodes
all messages found in that queue upon arrival, X,E(hi') on the (at most 20). Our evaluatior. procedure was as follows. We first "

average, and for all other messages that arrived to that queue obtained the optimum nonadaptive routing and evaluated its
while the message on queue c was waiting -XiE(Wc), on the performance. In most of the examples, this resulted in using
average. The last term in (5) should be the expectation of the shortest paths. We then allowed the adaptive routing to use
minimum of two random variables-the total number of mes- all shortest paths for each commodity. We then found the
sages in queues a or b while our message waits in queue c. We amount of traffic that had choice at each node. For a wide
upper bound this with the minimum of the two expectations. variety of situations, there was sufficient nondedicated traf-

If we let Xa = Xb, then a = 1/2. Furthermore, we upper fic at each of the nodes to justify our approximation.
bound P8 by p, p2 . Equations (3)-(5) can now be solved to There are two steps in a careful evaluation-the computa-
obtain for the average waiting time for all messages: tion of the amount of traffic of each class (with respect to the

nature of choice) in each node and the evaluation of node per-
_( ... (! - 1) (6) formance. We have already discussed good estimates for the

I -p latter. The former step can be quite complex, since it depends
upon how traffic is split at each notre at Ahich it has choice.

where 0 = X,/(Xa + Xb + Xe), the fraction of traffic having We have developed several approxirnatv, techniques to perform
choice. Note that for AMIM/1 behavior, gE(W) = P/(1 - p), this step 14]. For example. consider Fig. 3 again. Let a be the
and forM/A!2behavior, tLE(W)= (p/(l - ))(p/(l + p)). As 0-- fraction of A, traffic that is served by a. The total utilization
(., our tipper bound converges to Al/A/I behavior. As I -, I, of server a is (X, + u, /P - o,. Similarly. define p: =Ab +

our uoper bound vields a reduction of 1/2. where M/M1'2 be- (I o)Xe] /,. Queue a. clluding the ser~er, is empty with
havior has a better improvement of p/(I + o. Our upper bound piobability I Pt. A rniessace Onl queue C ( %ki1l be served
or, ' is casig the discrepancy here. In any event, we note b5 a only if the entirc quel s cillpr .tI . appwr ,iatc ao,,

the linear behavior with 0 in (6). a = I - P )/1(2 - Pt p, P. This can Ine solved for a to obtain
A simflai expression, with similar results, c'n be derived for e = 1 - Pa)i02 -- P,,p where P, p. Pt, = 'N,/p This

a thiec-server node. Let the arrival rate to the dedicated approxmvation has ,een % rocd hI sil)iio [4i
queues be equal, and assume only one other cla,.s of traffic " cesutimajize one e\ampIc tl a s:\ o-dc neitork shown in
which can choose hetween all three servers. fhcn we cbtain . , I Ill.. the r;,..", . ,it c . \c T . ,irls slt, tst

, 1 -- I - ,} ;r . is ., ... . , i , V :, c that .ll
I -h r1k, hla c ha i c ,., . I . ., ,( , ,! . r It is

wxhere il has 0i,.- Sanme Inlealn /t, as abcove Ili re. is 3 1 1 I t h $ i ;N :.i' k" 
1

; 4 ] 
r

1 t ; ._ r:
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have begun to study a var ,ton Ihat silows some promrnse. Con.
sider trafflc between a p3t1 of nujc, that has two or more

good paths. Pieviouly we aJurnd tit il ilat traffic was to

be given choice Ilere we dcdicate ,curni of that traffic to spec
fic paths in order to balance the load. For example, we may
wish to produce a flow distribution similar to that used in the
nonadaptive routing scheme. The remainder of the traffic is

Fi. 6. A ix-node network. allowed to have choice as before. Since the amount of traffic
having choice at a node is not critical, it is expected that it will

adaptive optimum routing can be found so that the flows in still be possible to achieve a performance advantage. Several
each link are identical. X, - 713P. Thus, for nonadaptive simple examples that have been tried have been encouraging.
routing, T- 1.4/(10 - 7/3r). As P -- 30/7 = 4.29, the adaptive A brief report on two further examples illustrates these
routing will give an advantage of a factor of 3. ideas. Details can be found in [4]. Fig. 7 shows an asymmetri-

We now compare the optimum nonadaptive routing with cal eight-node network. We assume equal channel capacities
our adaptive routing. For nonadaptive routing, we used the and equal requirements between pairs of nodes. Four of the
above results for single server queues. For the adaptive routing, nodes have two servers; the other four have three servers.
we used the results of nodal simulations for three-server nodes Hence, we expect the maximum improvement to be by a factor
and T - lT(,) as discussed in Section VI. For ,= 1.84, P = between 2 and 3. The optimuni nonadaptive routing uses
0.43, the nonadaptive routing had a time delay of 0.245, shortest paths. The adaptive routing allows choice among these
while the adaptive routing had a time delay of 0.197. For r - shortest paths, thus retaining the same utilization. The most
3.06, p - 0.71, the results were 0.490 for nonadaptive routing utilized links were the two connecting clusters of four nodes.
and 0.295 for adaptive routing. Thus, we have reduced the When these were 80 percent utilized, the adaptive routing
time delay by a factor of 1.66 in the latter case. In this ex- scheme outperformed the optimum nonadaptive scheme by a
ample, the amount of traffic having chc ce at each node was factor of 1.6 for time delay and 2.6 for waiting time. When the
2/7 of the total or 29 percent. If full multiple server perform- utilization was 90 percent, these factors were 2.2 and almost
ance was attainable, the time delay would have been 0.217. 3, respectively.
Thus, 70 percent of this improvement was attained. The Consider another asymmetrical eight-node network, shown
improvement Increases if more traffic has choice. As the utili- in Fig. 8. Here we assumed an asymmetrical traffic matrix. If
zation increases, the full benefit of multiple server perform- only shortest paths were allowed, little traffic has choice, a "
ance is achieved. The comparison can also be made with respect nonadaptive and our adaptive scheme are almost identical.and
to waiting times since the service times are constant and can- the time delay is 6.24 for both. The optimum nonadaptive
not be reduced. Here the service time for the network is 0.14. routing had a time delay of 4.80. An adaptive routing can be
Thus, for 43 percent utilization, the waiting time has been found using the same length paths for each node-pair traffic.
reduced from 0.10S to 0.057 by use of adaptive routing-a This resulted in a time delay of 408-a 15 percent improve-
factor of 1.84. At 71 percent utilization, the reduction is from ment. There was not enough choice to get more improved
0.350 to 0.155-a factor of 2.26. performance in the nodes. When more choice was allowed,

A number of other examples with as many as 20 nodes have increasing the utilization, the time delay increased to 4.62.
been investigated 14). Most had some amount of symmetry, -The service time here was equal to 2. Hence, the waiting time
but not nearly as much as the example cited here. One 12- for shortest paths was 4.24, the optimum nonadaptive routing
node example was generated arbitrarily. In all cases, the above had a waiting time of 2.80, and the adaptive routing with
procedure was followed. The optimum nonadaptive routing equal length paths had a waiting time of 2.08-a 25 percent " |

was found. In almost all of the examples, shortest paths were improvement.

used. The adaptive routing was created by giving a choice More study is needed to fully understand the influence of
among all shortest paths for each commodity. There was suf- these asymmetries on this type of adaptive routing.
ficient choice at most nodes.

The effects of asymmetry-of the topology, the traffic VII. CONCLUSIONS AND FURTHER WORK

matrix, and link capacities-have not yet been adequately We have presented a two-level adaptive routing procedure "
studied. For very small networks or pathological cases, longer that exhibits marked improvement in performance over non-
paths may have to be used by the adaptive strategy to achieve adaptive routing. Moreover, we have presented some analytic
sufficient choice at some nodes. This will increase the utiliza- approximations to estimate this improvement. In heavy
tion and reduce, and perhaps eliminate, the performance traffic, we have shown the improvement to be by a factor
advantage. However, the performance advantage seems signifi- equal to the nodal degee (or average nodal degree). In general.
cant enough to leave some margin for this tradeoff. for moderate utilization, a large part of this improve tent is "Asymmetries in link capacities and traffic patterns create still achueved.

another problem. The second level of adaptive routing is based A more elaborate simuiatiton of a network is underway. In
on local information only. This may lead to saturation at other that work, the independence asstimtion is not made .j-
nodes. The first level of the adaptive routing, as described though it confirtis our model, it has %hed some light on the
above, may not have enough flexibility to circumvent this. We "independence" assun'ption. We found that at high utnl/ia



4M0 f IKANSACTiONSON (.OMMUNICATIONS. VOL COM 29~ Nol 4. AVf19 s81

1-31 A I i~ne and k R4 Hoorsttn tin ait-thnuipi- fiir (Inani

routine in Pirm at Ie,--_m14t1,~, (,,if D.,llas I\ %..
IW t . , Di'il r ......~ I sn fieijt, n~~i 5  .i ..... pulc,

csftimun.ifim issiiL neirk Ph 1.ir~n J-it ln, i

I tg 7 An eight-node asymmetrical network. mimi5 ations nci,,tks in P,- I I ROi I//P 'V P '.tit

1I.d Amstlerdam Noth Holilarnd. IIJ74 pp 141 ASO)
________________________________151_~ I Rudin "on rouitn and delta-routine A taxonom% and

perf ormance omparison of techrI~ut for pac ket cithed net
work%. '' WE Trani (timmun vol COM-24. pp 41..S9 Jan

A161 1. Kleinrock. QueuspiR S~stemq New York Wilet.. 197"1
1 71 G I I-oschtns ind J Sal, "A hisis dvnatttic routing probhlem arid

diffusion. Ift 1:1 7rans (ommmn oit (OM 2h pp 12(l
Mar 197ff

191 G J Foschtni 'On ficas traffic diffusion anafit and d~ nami,
n nrouting in packet %~iichedl nlitorks ' Computer Performd"(P.

Fig 8. An eighit-node asymmetrical network used with an asymmetrical C'hild& and Reiser. Ed Ams~terdim Noirth Holland 1977.p
traffic matrix. 49j

tion we were getting most, but not all, of the expected im-
provement. Many different nodal strategies had only a modest*
effect on resolving this gap. We found that it was easy to
generate strategies that produced multiple server behavior. But RW"I obert R. Boorsivn (NI fi)( %a, born in New

some of them had a profound effect on the output process York. NY, (in Mat. 2f. 1917 He recett~ed the
B E E ifcLrec from the Cit% Coiffege of Newfrom the server, and thus affected the Poisson assumption for NY(irk. New. York. N4) in fI klif. and the N1 S and0

inputs to the next node. The priority scheme was notorious in -Ph 1) dleireev both ini electrical engineering
tis regard Usually any traffic one hop away from its destina- -from the Pol~technic Insi~tute of Brookf..n.

Broti)kI~n NY, in 1961 indt I1M6. rcspsetitettion will be placed in a dedicated queue. Thus, only continuing ; From 1958 to 19461 he worked as an Engineer
*traffic will be found in nondedicated queues. These have for the Adtartced Studie' Department of the

lower priority and will be transmitted only when the dedicated Spcrr, Gv.ro..coipc Cotmpan, In 1961 he jotined
t he staf'f of the Department of Electrical Fnei-* queue is empty. But then a burst of several packets is likely to neerine P~il'.technic Institute of Broofk-n. ntvA the Pislstechnic li,tiiwi

he sent. A bursty arrival process results in poorer queue per- of Nes York. % here he i% currentli.- a Profess.or From 19 77 to 19
7
ff he %sa

formance than a Poisson process. This contributed signifi- on leave at Bell tLaforaiorie% where he conducted rcsearch in computer
cimmnunicatlonn% networks Hi%. current research ntrI~t are in computercandly to the delay performance gap. The design of a nodal commun cation network%, data communicaion. and coimmunication

strategy must consider not only multiserver performance theor%.
achievement at a node, but the resultant output process as Dr Boorsisin ha%. been Secretar~ of the IEEE Information Theorv Group
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are short. But these should have made the next node's job the titurnal Neosorks He Wat. a member of1 the delegation to the first joint

easier. Unfortunatelv, the second aspect of the independence 1S9 IE orthpo Itratn hr oco.Dcme
assumption now comes into play-packet lengths are reassigned
at e~ich node. This accentuates the effect of burstiness. When

* the simnulatton was altered to take into account dependence*
hetween nodes, hence dispenstng with tne independence as-
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0)*

ABS7IRACT one and only one dedicated server. A
shared queue is a queue whose packets rra

A dynamic routing scheme is studied. be served by two or more specified
Instead of assigning fixed paths or servers. A server is equivalent to an
randomly selecting paths, permissible output link. The purpose of pre-
paths (e.g., minimum hop paths) are selecting path. 's t- av,_ ! .I r. '
pre-assigned to each node pair. A and resultant increased netw,.r
packet arriving at a node, and destined that would occur in a random routing
for another node, is assigned to one scheme. The purp-se of the sharei ue
of two types of queues - a dedicated is to let a portir of the ncJa' ,raff.:
one or a shared one. The objective of experience the delay of a muitple
the routing scheme is to reduce both server queue and therefore reduce the
nodal as well as network average packet average packet delay at a node. The
delay. We have conducted a series of objective of the model is therefore to
simulation studies to evaluate the reduce both nodal as well as network
nodal as well as the network delay average packet delay.
under the proposed dynamic routing
scheme. Several important and encouraging We have conducted a series of simulatI-n
results are obtained and are presented studies to evaluate th, r adsl aS well
in this paper. the network delay under the prsF-sed

dynamic routing scheme. A more detait-:
report can be found in Referen:e [5].
Section 2 describes the noda: And net-
work models as well as the different

1. INTRODUCTION service disciplines used. Sectl:n 3
gives the results of ncal an! network

A dynamic routing scheme has been delay performance. A sol:y given

previously proposed (References [1, [2], in Section 4.
[3,. and [4]). Instead of assigning 2. THE MODEL
fixed paths or randomly selecting paths,
permissible paths (e.g., minimum hop
paths) are pre-assigned to each node pair. .1 The Model Model

A packet arriving at a node, and destined The traffic from each pair is preassigned
for another node, is assigned to one of te r fre ec pair s and
two types of queues. A dedicated queue therefore server(s) at a ncde .t (a
is a queue whose packets are served by types of queue can be conitructe-! at a

node. A dedicated queue can onl, be
served by one dedicated server. There

Thisresearch has been partially sup- are at most n such queues at a node with

ported by Bell Laboratories through the n links. A shared queue can be served

TRP program while the author is by any of several FreassiwT,"r

pursuing the Ph.D. degree at PINY. There coulJ be as man, a: --
shared queues at a nodt,. A t.

I three queue nodal mode: is shown in
This research has been partially sup- Figure 1.
ported by US. ARMY, CORADCOM, under
contract DAAK 80-80-K-0579.
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For exv-m; ie, I ,erver I In F",- i '._ I
DE CATED a ft r I , a servI,, e ,l ,-

OUEUE way. 1 ;e e 1 f r rn r,
sev',, ! ," ts In ,.iue , '

SERVER serveI ty s •r' ve I only IfC pi,-, c ,

empty when :1 er',r 1 n.:tL '
completed a service. Therefore,

SHARED -server 1 is busy as long as there
-UE-UE are packets to be served in 4ueue

1 or queue 3. Conversely, server
SR 1 is idle and stays Idle when both

DEDICATED 2 queue 1 and queue 3 are empty. The
QUEUE instantaneous queue length of queue

2 does not effect any of the
2 decision rules at server 1

described above. A packet entering
the shared queue when both servers
are idle is served randomly by

FIGURE I ANODAL OUEUEING MODEL WITH TWO either server 1 or server 2.
SERVERS

In Figure 1, traffic arrives at the 2. Alternate Service Discipline (ASD) "'

different queues with arrival rates A server at the node In Figure 1,
X 1,2,3) packets/sec. Queue 1 and whenever possible, alternatively

queue 3 are competing with server I for serves n packets from the dedicated
service while queue 2 and queue 3 are queue and m consecutive ones from
competing for service by server 2. The the shared-queue. The server is
service rate is v packets/sec. If one forced to serve more than n (or m)
of the competing queues (e.g., queue 1 packets from the dedicated (or the
or queue 3) is empty (e.g., queue 1), shared) queue if the other queue
and the server for these queues is idle, happens to be empty. Under this
a packet in the non-empty queue is situation, alternation of service
served. If both queues are not empty will begin whenever there is a new
when the server has just completed arrival to the empty queue. The
service, a pre-defined service process is started over again at
discipline will determine which queue this point.
to serve next. When both competing
queues are empty (e.g., queue 1 and 3. Serve The Longer Queue Discipline
queue 3) and the server for these queues (SLQD)
is idle, the server will stay idle until
there is a new arrival to one or both of The queue with the longer queue
these queues. The idle server will not among the two competing queues
serve the queue which is not pre- (the shared and the dedicated queues
assigned to it for service. This is the gets service first. A server,
major difference between our nodal model upon a service completion compares
and a multiple server queueing system. the queue lengths of the two
The operation of a node with more commu- competing queues, and serves a
cations links is basically the same as packet from the longer queue. The
that of a two link node. Shared queues SLQD tries to equalize all the
will be served by a subset of the queue lengths at a node.
servers.

4. Random Service Discipline (RSD)

2.2 Service Disciplines A server (e.g., serverl), upon
completing a service, serves

packets from one of two competing
The nodal model described in the previous queues according to the following
section allows different types of queues algorithm: It serves queue I if
to compete for service. A service queue 3 Is empty and vise versa;
discipline must therefore be specified, it randomly selects a queue ifs

We will describe four different service both queue 1 and queue 3 are non-
disciplines for the nodal model of empty. This is a totally
Figure 1. "uncontrolled" service discipline.

1. Priority Service Discipline (PSD) 2.3 The Network Model

A server always searches the In order to describe the dynamics of a
d e d i a t e q u u e o r s r v i e p i o rp a c k e t s w i t c h i n g e m p l o y i n g t h e

to its service of the shared queue. proposed dynamic routing scheme, one

A3.4.2 p
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must (1) construct nodal queueing different service disciplines. All Imu-
models similar to the one In Figure I lation results are based on statistics
for every node in the network, (2) pro- collected over a sufficient time interval
select a set of "permissible" paths so as to represent the steady state.
for each source-destination node pair, The statistics collected for the PSD
and (3) assign theedata flow according scheme are based on at least one milli.,n
to the preselected paths between (sometimes four million) simulation
adjacent nodes. In order to simplify events - including both arrivals and
description of the network model, we departures. In order to conserve
have chosen a four network to Illustrate computing time, the statistics collected
the dynamics of our network model. for other service disciplines are based

on at least two hundred thousand
A four node network is shown in Figure simulation events. In our simulation
2. Every node is connected to two links, program, all arrival processes to
i.e., Is of degree two. Therefore, the source nodes are assumed to be Poisson
nodal queueing model at each node is and all service distributions are

exactly the same as that of the two assumed to be exponential and Independ-
server three queue model described ent of each other. No assumption is
previously. The permissible paths made about arrivals processes to inter-
between sources and destinations are mediate nodes In the network model.
selected based on a shortest path -__
(minimum hop) algorithm. Adjacent nodes 3.1 Model Delay Performance
will only use the one hop path between
them. Non-adjacent nodes will use either The percentage of the traffic that is
one of the two-hop paths. Therefore, shared at a node is an important
traffic between adjacent nodes is pre- parameter affecting the nodal delay.
assigned to the dedicated queues. We have studied nodal delay based on
Traffic between non-adjacent nodes, on the three sets of nodal traffic mixes.

other hand, is pre-assigned to the shared They are low (approximately 10 percent
queue at the source node and the to 15 percent), moderate (25 percent),
appropriate dedicated queue at the and high (50 percent) percentages for
intermediate node. the shared traffic at a node respectively.

Fairly extensive simulation runs were
conducted throughout the whole range
of nodal utilization (0 to 1) for the
FSD and a moderate percentage of
shared traffic. We assumed that the input
processes to the node were Poisson. '0

3.1.1 Simulation Results Of The
Priority Service Discipline

The effects of the percentage of the
traffic that is shared on nodal celay
are tabulated In Table 1. Notice that
the higher the percentage, the closer
the nodal delay is to that of an

M/M/2 queueing system.

Figure 3 plots the delay-throughput
FIGURE 2 A FOUR NODE NETWORK relationship of the PSD for different

percentages of shared traffic. The

Each server at the node serves the two delay for the MIM12 and the M/M/1 .0
competing queues (the dedicated queue queueing systems are also plotted for

and the shared queue) according to a reference.
pre-specified discipline. We have
simulated the network for the four service In Figure 4, a measure of the "close-
disciplines discussed previously. A ness" of the PSD to M/M/2 queueing system
service discipline where the condition of TM/MlIPsD
the next node is "known" to all servers performance, , is plotted
at the current node and used to T/ -TMM/0

ietermine routing is also studied.
against the percentage of shared traffic

3. RESULTS for a node operated under the PSD
scheme. The utilizations are studied.

Simulation programs in PL/1 have been The ordinate is the percentage of
written to evaluate the delay of the multiple server performance that is

nodal model of Figure 1 and the network obtained by the PSD. At high traffic .0
model of Figure 2 operating under the utilitization (p*0. 875), only 25 percent

A3.4.3



TABLE 1 Nodal Dclay Of Th,. PSL W111: e Ard High
Percernt:iZe C C! ?r'. Ic Fci : Tj hart'.

k~ +A~ +X
-(7-I+2A = i acket:;/scc)

Shared Arrival Pate t- Queue Utilizat!on NX2dal Delay (seconds)
(packet s/sec)

Traffic 1 2 3 . PSD M/M/2 M/M/l

2.8 2.8 1 0.825 1.01 0.78 1.14
Low 3.0 3.O 1 0. 825 1. 33 1.07 2.w)

3.2_32 i 0. 25 " "2.475 2.475 1. 5, 5 , s ? ,7 - .,
Moderate 2.625 2.6b5 1.7> 0.875 _1_ _1 1.18

. T. 775 i.T 5 0.925 1..7 1.87 3. 31. 1.65 3 -. 3T 0.~ . 01 0.73 i.3

High ___1.7 75 3.5 0. 1.094 1.07 Z.00
18 1785 3.7 0.925 1.78 1.7 3.3

UTILIZATION
0 ,05

aP .0 675

2.2 100

2.0 o

.1. PERCENTAG9 OF

TRAFFIC SNARE 0
4.6 12.5% Z 70-*0

1.4 - %o

O0 X 0 11-.
S1.2 %ti

IL 0 0 10Z 04 060T O9 0

1.0 . 0. I.-
44

0

2. M/U/

0.60

04 S.N .

I.-

0 10 20 30 40 50 60 70 s0 to 100

0 0.1 0.2 0.3 0.4 0 5 0.6 0.7 0.8 09 1.0 .PRET EOF3A DTAFI
UTILIZATION

FIGURE 4 COMPARISON OF PSD AND MULTIPLE SERVER
QUEUES

FIGURE 3 DELAY-THROUGHPUTRELATIONSHIPOF In Figure 5, we have redrawn the plot of
NODAL IMODEL Figure 3 for the average nodai delay in t.-

range from 0 to 0.5 seconds Cor tne cane

of the nodal traffic need be shared to of 25 percent sharcd traffic. Fcr

achieve 90 percent. At higher nodal fixed delay of 0.5 !zec')nd, th-e utIlization
"e hdof the PSD scheme Is ablaut 20- n.-rcent 0utilization, the iame effect is reached of th PS 'c(m sa(u r --- n

with less shared traffic. At moderate greater than that of th-:e ,1 .'nci" (a
commonly used fixed r-outing nco ai modal.

nodal traffic uti' ization (p=0.5), the Thus for the same throughput a smgnoft, ant
PSD achieves 65 percent of multiple decrease In required chunnel capacity Ia
server performance with only 25 percent of obtained.
the traffic being shared.
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i The r I; 1 delay hep' ... : , .'.

the mcJd fl'catl ri . not s, !vir;,"U7 - 'wht.rnevtr JFosbitl,.) twO p{ ,.t :
a row rrom the shar .d queu ,

, I:. t
M/2clo0;est LO that o)f the P.- D.

06 / 4. The ASD with jav:ameter x=1 and tr,,'

/5% threshold at the shared queue set

/ ) to zero, has ylmost the worst nodal
delay performance.

0.5 -5. The RSD, being that It is an
"uncontrolled" service discipline,

WWI does perform the worst among all

service disciplines. However, the20.4 PRSD performs better than the

- M/M/I queueing system by almost
N 40 percent.

n-0.3 Table 2 Nodal Simulation Results
(Ai1 2.1 .75 packets/sec,

A3=3.5 packets/sec, u= packets/sec.

o.2 P-0.875)
0.2

Service Discipline Nodal D'elay
_(seconds )

0.4 PSD 1.03

SLQD
Serve the Longer , . 1 1.04
Queue but not y y x 2 1.09 7

0 I I consecutive "shared y = 3 1.08
0 0.4 0.2 0.3 0.4 0.5 queue" packets y = - i.!.

NODAL DELAY (sec) x= 1 1.i1

ASD T" - 0 x - 2 1.12

FIGURE 5 DELAY-THROUGHPUT RELATIONSHIP FOR Alternate Service: x - 3 '". Z

NODAL MODEL one from shared x - 1 1.09
queue and x TH = x - ? l.C?
from dedicated x - 3 i.07
queue but do not x . 1 1.0
serve shared TH = 2 x = 2 1.053.1.2 Results For Other Service queue when its x = 3 1.04

5Isciplines queue length < TH x - 1 1.06
In this section, we discuss the nodal TH')j3 x2 .0 _

delay for other service disciplines. For RSD Hando=

phese disciplines, we only studied the M/M/Z
nodal performance for p = 0.875 and 50 M/M/l 2._0percent of the traffic being shared.

3.2 Network Delay Performance
Table 2 tabulated the nodal delay from our
nodal simulation for the ASD, the SLQD, and 3.2.1 Analysis
the FSD. We can rake the following
observations from Table 2: In this section, we study the average

network delay performance. In cur
1. A general characteristic of the routing strategy, instead of treatir:,

results in Table 2 is that; at each communications line serarately, wc
high utilizations (p=0.8 75 in this focus our interest on the whol . nwdo,
case) with a high percentage of including all its omimunlcation, l': 2.
the traffic shared (50 percent), As a result, our focus is on nodal 1eiJy

the nodal delay is closer to that as opposed to link delay which Is
of the M/M/2 than the M/M/1 usually studied.
queueing system regardless of the
service disciplines. Let us assume that we have an expresson

for nodal delay 3t node ., whi,'h s
2. The PSD has the best nodal delay denoted by T The avera -e nu:wt.r c C

among all service disciplines.
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packets N1, at r,,d:t .l can th,.': r.. , demand:: re. 3l :;tuirled tut not

.:rttten as N, A--T_  , wh,: -- I:; '2xtei~uIV iY i. thle . \e.

total traffic !'r r., t.2t . x ',.: in - The first simulat'nn ill -. : th.
internal trar :' .; ,u :,'' .O :, ,' . T h,. lengths to be reaus il, ned it ttiv :. ..,
average number of ; ac,.et- it, " i twrx node. It does not mu.LKe my a';- • :
(N) is therefore the sum ,' th :'er'ge about the output process from a so'v:.
number of packets at each nooe. That Is, A server serves Its competing queues
N Z N The average etwork according to a pre-specifled servi-,.

-Te egNODES -ewrdiscipline. After the server flrilI;

delay (N) is therefore service of a packet, -he pack, c '- exits from the network ur Joins the '2 -

queue for more servl,-. on-c I'
T E X -T1 (1 at the next queue (in the ex

- NODES new packet length from the o fmr, ex: -
nential distribution is asslgned

Y  is he total external It then is put on the apprpriate! .
where jk I t and waits for service. We compare .

results of our network simulation alt'

network traffic demand and y _k is the our analysis based upon nodal simuis-: :.
results. In the latter, we assume all

offered rate of traffic between node pair inputs t. the node to be Poisson.
(J,k). Equation (1) is therefore a
general expression for the average network The second simulator simulates the .
delay, service situation in an operat!ng

packet network. That is,a particular
To analyze the network delay we make the packet when served by the next server
following assumptions. We assume the node will require the same amount of servi':.
models used previously. The traffic is time. When the results obtained from
found by applying the routing implied by the second simulation are compared w'.'
the preassigned paths. We can then our analysis by using our' nodal simul''t -
calculate the rate in packets per second results, we can evaluate the effect :f
of arrivals to the shared and dedicated both the Poisson output stream ard
queues. In our network analysis we packet length reassignment assumptions.
assume these arrivals to be a Poisson
process and compute the nodal delay f'.r 3.2.2.3 The First Network Simulatlen
each node using the techniques described
above. Equation (1) gives us the network 3.2.2.1.1 Local Service Disctil'ne.:
delay. Below we compare this technique
with the results of two simulations. The All four service disciplines are studi,'J.
first dispenses wit 'he Poisson assump- The simulation results in Tabie 3 and
tion and accurately m-dels arrivals to previous work (Reference [5]) reveals
intermediate nodes in paths. To make the following:
the simulation simpler, packet lengths
are independently reassigned at each node 1. The average network delay fror *iie
in a path. The second simulation network simulation is zIgnifcant~v
dispenses with this approximation and closer to that of the :'/' / :,,:d3_
retains the initial pacKet length for a than to the MiM/I nodal model.
throughput its path. 2

2. The difference between the analyt-
3.2.2 Simulation ical results using the nodal mod'.

and those obtained from '.SC nt;"
In this section, we will focus our discus- simulation, for the PSD, incres:'
sion on two PL/l simulations which were as the percentage of shared traf:'
written to evaluate the network delay increases at a node.
performance. The interarrival time of
arrivals to network ndoes Is assumed to 3. With the same traffic mix at a n
be exponentially V st . . The the differenve te'..c'r tt " 't'W "

packet length is assumed tc be delay found anal t ball,' .ni tr.
exponentially distriouted. All servers obtained from the netwlrx :.,i'
are assumed to have the same service for the PSD Increases as the tr,: "t:
capacity (for convenience as unity). load increases.
Therefore, the average service rate of
each server' is the same. In most of our 4. The network delay ottalned fr,m 'h,
simulation studies, we have used network simulaticn for the Alt.::.

p=0. 8 75, 50 percent shared tra fflc at Service Dsc tplIno, (AP, md ) ':
the ndoes, and a symmetrical r'tw4.r. Serve the ,u er 'e,'
Other traffic utill:at1 o, 1,!,i t":'-:'fI (SLQD) are lower tr:ri : " '

mixes, and asymmetrIc r-two r
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PSD scheme. The difference in these This accentuate: the 'fte: ,f Uuz':

delay are at mt Ii ercent. T e When the .inulM on 101 ited to taike
network delay " the nauj t.- .tervlee into acc,un ,
Discipline (R3D) RD cnne is hence des;rr,, : , d,-: 1t
approximately the same as that of assumptl-.n (ao desried tn tt,e n,,xt

the PSD scheme. section), the difficulty di.appeared.

5. The difference between the results 3.2.2.1.2 A Look Ahead Service Scheme
obtained analytically and from
our network simulation for other A common situation of all the "local"
service disciplines is sub- service disciplines (The PSD, the A4D,

stantially large (12 to 26 per- the SLQD, and the RSD) is that a pa ',et

cent difference). may be waiting to be served in the ;nartd
queue at one node while there iis an Idle

6. The parameter n (the number of server at the next node. Conversely, 3

packets to be served from the packet may wait in the dedicated queue

dedicated queue before the server for service when there is no need to

alternate its service) In the ASD serve a shared queue packet because in.
has an effect on network delay. next server has plenty of packets t ) ;e-.-v

at the next node. Both phenomena cause
7. In the ASD, the threshold para- degradation in network performance. Bo'h

meter set at the shared qeue to are due to the fact that each server, on

avoid the shared queue becoming completing a service, does not know what
empty before the dedicated queues, the next server wants. Consequently, the
also has an effect on network server may serve a "wrong" pacKet from

delay. time to time. Therefore, it is not the
selection of a queue but the timing of

8. The network delay of the RSD - an this selection process which influences
"uncontrolled" and "unpredictable" the service decision. In all of the

service discipline - is about the "local" service disciplines which we have

same as that of the PSD and the discussed so far, the timing factor was
"worst cases" of the ASD and the not considered. We have designed a look

SLQD. ahead service discipline and have
examined its performanc(. Thp basic

Although we are operating at high utili- algorithm is shown in Figure 6.
zation, we are getting most, but not all,
of the expected improvement. Many 21
different nodal strategies have only a

modest effect on resolving this gap.
We find that is was easy to generate 23
strategies that produced multiple

server behavior. But some of them have

a profound effect on the output process 
f_

from the server, and thus affect the 12

Poisson assumption for inputs to the 12 45

next node. The PSD is notorious in this

regard. Usually any traffic one hop

away from its destination will be placed 42

in a dedicated queue. Thus, only

continuing traffic will be found in

nondedicated queues. These have lower (a) A PART OF THE FOUR NODE NETWORK

priority and will be transmitted only
when the dedicated queue is empty. But
then a burst of several packets is likely SRVER 1 COMPET SERVIC

to be sent. A bursty arrival process
results in much poorer queue performance

than a Poisson process. This contrihutes No YES

significantly t2 the gap in delay. :he XZTH

design of a nodal strategy must consider

not only muitlserver ;performance at a SERVE Qt SERV Qjs
node, but the resultant output process

as well. The usual way such a burot
could occur is when the packets arc K2 . , OR 2/20
short . But these should have made t0O 1

next node's Job easier. Unfortunately,

the seco nd oo ) o t of the tnio ,d -n : tb) THE LOOK AEAD ALGOITHM

assumptIon n:w ,l ts nla,' - ,

lengths are reics gned at each ricde. FIGURE 6 A LOOK AHEAD SERVICE SCHEME
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Table 3 Network S M1m.aturl Heults

Service Discipline Network Delay (seconds)
Nodal Model Simulation % Difference'

PSD _____2.06-

ASD n - 1 2.22 2.6)
Alternate Service: TH - 0 n - 2 22- 2.c1 12%
one from shared n -j 2.10 2.58 23-"
queue and n n = 1 2.18 2.50 I_ __

from dedicated TH - 1 n - 2 2.10 2.0 19
queue but do n - 3 2.14 2.53 1
not serve n - 1 2.16 2.59 20%
shared queue TH - 2 n - 2 2.10 2.52 20%
when its queue n 1 2.0_ _,__261

length < TH n " 1 2.12 2.51 18%-- TH - 3i n - 2 2,14 2,49 H7
n - 2.10 2.55 21

SLQD
Serve the Longer v - 1 2.08 2.45 18%
queue but not y y - 2 2.182,8 19%
consecutive y - 3 2.16 2.67 24%
shared queue y = - 2.26 2.67 19% 4
packets ___

RSD 2.26 2.71 20%
M/M/2 2.02 - -
M/M/l 4.00 - -

S% Difference- TNETWORK (Simulation) - TNETWORK (Nodal Model)
TNETWORK (Nodal Model)

Table 4 show our results. We make the node. This motivated us to build the
following observations: second network simulator whereby the

packet length reassignment assumption
1. The netwcrk delay of the best is not made.

look ahead scheme has an improve-
ment of about 11 percent over that 3.2.2.2.1 Dynamic Routing Scheme With d
of the best local scheme. Local Node Service Disciplines

2. The look ahead service scheme per- We have used our second simulation to
forms consistently better than the evaluate the network delay performance
local service disciplines, under the various service disciplines

(PSD, ASD, SLQD, and RSD) discussed
3. When both servers are empty, it is previously. Each node, operates 4

better to serve an arrival to the independently, serves its queues accord-
shared queue on the basis of ing to the pre-specified service
downstream information, than to do discipline. Traffic information at each
it randomly. node is not exchanged between adjacent

nodes. Therefore, only "local" node

3.2.2.2 The Second Network Simulation - service disciplines are discussed in this
No Packet Length Reassignment section. We have also examined the aver-

age network delay under two fixed routing 0
The analytically obtained network delay strategies (Reference [5j).
and our first simulation differ not
only in the PSD but also in the ASD and Table 5 tabulates our results. We make
the SLQD where the output stream should the following observations:
be somewhat smoother. Furthermore, as
was demonstrated by Kle'nrock (Reference 1. Removing t ,e packet length assump-
(5)), the packet length reassignment tion greatly Improves the ac urac.

assumption does not work well in a :;mall of our anaytic nodal method.
network like our four node rietwork with
very few trafIc stre rams ') )wi ri:,t ea: h
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Table 4 Network SimulatIon Q-Pt'ts Of A Look Ahead Rout!rig Etrategy
(AI=20 packet/sec, A,,3. packets/sec, w 1 3 : 4 1 2 - ackets/!,ec, 1p-OA.I')

Threshold Network Delay (seconds)

1 *
x2 "21* 2 " 21* x2 Q21 + 2 Q 23*

0oPD) 27 2.7 --
I1 2.33 2.26 2.27
2 6.1 2,29.1

2.3.2 2.27

- 2.4

* When both SII and S1 2 are not busy and there is an arrival to Q1 3' this

packet will be served by either SII or S12.

• Under the same situation as above, x2 will be compared with x4 (the same

parameter at node 4).

The packet in QI3 will be served by S1 1 (of S1 2 ) if

x2 < x4 (or x2 >x4 )

2. The packet length reassignment that the shared queue packets are served
assumption has more effect on the by both servers at the next node and there
network delay performance for the are new arrivals to the next node during
PSD than any other service the service time) to the sum of the servIce
disciplines, times of the first packet in each of its

competing (shared and dedicated) queues.
3. The PSD is the best "local" service The server serves the shared queue packet

disciplines among all other local if the total amount of work at the next
service disciplines, server is less than the sum of the service

times of the first packet ir each of its
4. The network delay of our dynamic competing queue. Should the server not

routing scheme under any one of serve the shared queue packet immediately,
the service disciplines is the next server could be idle for a period
significantly better than either of time equal to the difference between
of the benchmark fixed routing these two quantities. The server would
strategies. otherwise serve the dedicated queue

packet. This look ahead service scheme

3.2.2.2.2 Dynamic Routing With Look would be ideal in our dynamic routing if
Ahead Service Scheme the threshold parameter could be

4 correctly set. The network delay with
The "clock driven" network simulation both exponentially distributed and
keeps track of how much time a packet constant packet lengths are evaiuated.
requires from a server. This enables The following observations can be made
a server to know how much work (in terms (see Table 6):
of service time) the next server has at 1. The PSD is equivalent to setting
any given instant of time. A server can the threshold value to negative
make an accurate decision to keep the infinity.
network from losing its service capacity.
A server, upon completing a service, 2. The network delay is Insensltive

compares the total amount of work at the to the threshold value3 near its
next server (the remaining service time "optimal" setting.
for the packet still in service at the
next server, the total service time in 3. The difference between the network
the dedicated queue at the next node, delay of the "best" local servIce
the total service time in the shared discipline (the P-D) ind the look
queue at the next node, and a threshold ahead service scheme wltni the "t..t"
parameter which incorporates the fact

A3.4.9



choice cf th,* t,. ' vjlv.
about 10 per-c.

Table N, .N r,: ":- . utt.ri !i ui-s r D ':'!r,nt iervlce DiL: 1l1n,11 -

Loc:i I Dec i ,or,

(Xll 1 2=0 packet/second, X 3=3.5 packets/second, W11=W12=4 packets/secori

o-0.875)

Network Delav (seconds)
Service First .lecond

Disc : lI ne . u1rI ti -n 7-.: -it '.on An'i1vt Ic
PFD .< , *.€

AS D -. 5 ___ ._____ _______

SLQD 2. 2.32 2.09
RSD 2. 2.56 2.2b

Fixed Routing -- 3.4--

#1 1 ____1

Fixed Routing 3.26
#2

Table 6 Network Simulation Results For A Look Ahead Routing Strategy
(X 1 --A 2 =0 packet/seccnd, X i3.3 5 packets/second, w lI2=14 packets/

second, p=0.875

Network Delay (seconds)

Routing Strategy Exponential Packet Constant Packet
_P Lengths Lengths

PSD 2. 1.23Local P913
RSD .56 1.31

-0.25 . 0, 1.17
0.00 - 1.11l005 1.96 --

Look 0.10 >94 --

Ahead 0.15 1.95 --

0.25 1.96 1.20

10 2.01 1.27
0.75 2.07 1. -
1.00 2.13 1.3b

3.2.2.2.3 AsyrmnetrIc Traffi!: Demands And based on local traffic Information; the
Service Rates "best" look ahead scheme performs

better than the PSD in terms of aver-
We have illusirated significant improve- age network delay; and the threshold
ments in ntwtwork delay using our adactive value set in the look ahead scheme i"
techniques for'I-ho :our r,, de network. insens' 'ie to the netwcrk deli&
However, only symmetric traffic loads performa. ce over a wlde range.
have been studied so far. :n order to
demonstrate the robustness of our 4. CONCLUSION
routing strAtegy, a certain degree of
asymmetry wa. :tr dorel Into the network. We have studied a dynan'c rcu:llroc schemr:
We have evaJu:te' :tworK 'ieli . for packet swltzhilr.r ,.........,... -
the four r.ile ) f nt. rk w''h work delay perf run, : "
asyrmnetric tr.f': n; wthd -r that of fixed rout >, .o V'

link capaclte., developed and evaluattod -i ra,''.,"
technique fcr ev:iluat r,: lint v, i'outl:.,t

We make the followI )ser'.'atllon: from performance. Exr.en:iv i l tin -
the result5 of TaLtl,:s 7 aur d: firm these results. A local'y a:_i:, I,,

scheme perfcrmcs am :;t ,- ,,I 1 .;

The RSD rer:'-f r - . w, r.-. t n am n that, has more Inforr:1t! r,.
serv4e. -

A3.4.1 0



Table 7 Network Delay With Asymmetric Traff!c Deriand

(A 1 2 '2 packets/sec, AILI packet/see, A 13.? packcts/sec,

Iij* packets/sec, -3.875)

Routing Strater3, Network Delay (secondz)JPQD 1.91

Local SLOD 1.gb
RSD 2. 7-0.25 1 d1

-0.125 1.61 -

Look 0.05 , 1.82
TH 0.10 1.eI

Ahead 0.15 1.3
0.25 1.64
0.50 1.87

1.91
1.00 1.95

Table 8 Network Delay With Asymmetric Service Rates

(Ail-Ai2 -'0 packets/sec, A1 3 -3.5 packets/sec. mu ll- 2 2-"33-J42- 5

packets/sec, uI 2 -U2 1- 3 2 -u 4 1 -3 packets/sec, o-0.875

. Routing Strategy Network Delay (seconds)
Local PSD-0. 20

Look 0 2.03
TH 0.25 2.04

Ahead 0.75 2.15
1 1.00 2.22

REFERENCES

[1) Livne, A., "Dynamic Routing in [6) Kleinrock, L., "Communication Nets -
Computer Communication Networks," Stochastic Message Flow and D'Klay,"
Ph.D. Dissertation, Polytechnic McGraw-Hill, New York, 1964, and

* Institute of New York, June, 1977. Dover, New York 1972.

[2) Livne, A. and R. R. Boorstyn, "On a
Technique for Dynamic Routing," Proc.
National Telecommunications Conf.,
Dallas, Nov. 1976, p. 42.2-1

[3) Livne, A. and R. R. Boorstyn, "A
Model for Efficient Routing in S/F
Computer Communications Networks,"
EURO IFIP 79, P. A. Samet, ed.,
North-Holland Putlishing Company,
1979, pp. 343-353.

[1 Boorstyn, R. R. and A. Livne, "A
Technique for Adaptive Routing in
Networks," IEEE Trans. on Commu-
nications Vol. COM-29, Number 4,April, 141I.

[5) Chu, P. H. N., "A Dynamic Routing
Scheme In Packet Switching Networks,"
Ph.D. Dissertation, June, 1981.

A3.4.11



*0

B.3 Stable Routing Patterns

Third Semiannual Technical Report, March 1982

ot

I. 0

* .01



RESLARCH SUMMARIES

A. Studies in Adaptive Routing

A.1. Stable Routing Patterns

As part of a general investigation in the area of dynamic routing .5

in computer communication networks we consider the problem of finding

stable global routing patterns. Specifically, we have proposed [11 a

two-level routing procedure where the lower (local) level adapts dy-

namically to instantaneous variations in the congestion of the network in

the immediate vicinity of each node and the higher (global) level en-

sures stability by keeping the average load across the entire network in

some sense globally balanced. We now consider this latter problem.

We consider as a measure of global balance the utilization of the

most heavily utilized network element (node or link) and seek to mini-

mize this quantity. For simplicity, we will speak only of link utiliza-

tions. (Node utilizations can be included in a straightforward manner.)

Thus, we are given a network containing N nodes and L (directed)

links. Each link, 1, has a capacity C. There are (directed) require-

ments r.j between nodes i and j. Each r.. is satisfied by routing it on

one or more paths p(K. from i to j. (In the two level adaptive routing

scheme, these paths (or links within them) will be the alternatives open

to each requirement.) A routing pattern is defined by the paths P(K)
IJ

and the fraction, f (K ) of r using each P(K) The utilization of each
' i ' ij"

link is equal to the total flow (sum of fractions of requirements) on the

link divided by its capacity.

The maximally utilized link is in a sense the most vulnerable part

of the network and the most likely cause for the dynamic routing mech-

anism to break down (e.g. loop) due to congestion. By minimizing the

2



utilization of the maximally utilized link we seek to minimize the chance

of congestion leading to such failure. It should be noted that we are

dealing with the global level of the routing procedure here and as such

consider only long term average utilizations, not instantaneous meas-

ures. The local level of the routing procedure concerns itself with

making decisions instantaneously on the basis of the local state of the

network in the vicinity of a node. Even within the constraints of a
(K) f(K)

given P () and f ij defined by the global strategy, the local level has

considerable flexibility in choosing when to use each route and as such

can obtain substantial reductions in delay when compared with static

routing policies.

We now turn to the problem of actually finding the optimal global

routing pattern as defined above. The technique resembles the Flow

Deviation Method of Cantor and Gerla (21 and will be described in .,

similar terms. Cantor and Gerla sought to minimize the average delay

whereas we seek to minimize the maximum utilization of a link. Both

functions are convex functions over a convex region and as such, the

same type of procedure can be proven to yield an optimal routing

pat ern. The proof is given in [21.

Our function is only piecewise differentiable and as such, the

gradient search used in [21 is not appropriate. In fact, the alternative

described here takes the special nature of the objective function, a

minimum of linear functions, into account and not only overcomes its ...

non-differentiability but also is considerably more efficient and easier

to implement than a gradient search.

We now give an outline of the optimization procedure. A high

level flowchart of this procedure is given in Figure 1. As mentioned

3



above, at this level the procedure is almost identical to the Flow De-

viation Algorithm. The key difference, which is only evident in a more

detailed description, is how the optimal superposition of flows is found.

We define the length of a link to be its utilization. Initially, we

set all link lengths to 0. We define the length of a path to be the

length of the longest link in the path plus a small constant times the

number of links in the path. This latter term is added to break ties

among paths with equally utilized links in favor of a path with the

smallest number of links. Note that this definition of path length is

different from the conventional one but it serves our purpose. Short-

est paths using this metric are computable using conventional shortest

path algorithms.

The routing pattern found at each stage in the optimization proce-

dure is a single shortest path for each requirement r1 j. (In general,

this path is not unique, but this poses no problem.) A flow pattern is

defined as the total flow in each link and is found by loading the

requirements onto the links specified in the current flow patterns.

An optimal superposition of the current flow pattern with all pre-

vious flow patterns is then found. This is the key step in the proce-

dure and is done by finding the value of A between 0 and 1 which

minimizes V, the maximum lin>. utilization, where A represents the frac-

tion of all previous flow patterns used. The new optimal superposition

of flows is then A times the previous superposition plus (1-A) times the

current flow pattern. A new superposition, and hence link utilizations,

is then obtained. This in turn yields a new value for V(K) and the

link lengths. We can now start another iteration. If, however, no

improvement in V(K) has been observed, the iteration has converged

4



and we terminate the procedure with an optimal flow pattern. By

saving the routing patterns and A(K) the values of A for each K, the

optimal routing pattern can be obtained. In particular, if P (K)is the

(i,j) path first used in the routing pattern in iteration K then the

fraction of commodity (ij) using P( is

M
(-1\(K)) M 100

j=K+]

where M is the number of iterations and the product is defined equal to

I for K = M.

We now turn to the problem of how to find the optimal super-

position of flows. Consider two flow patterns, F(1) and F Each

flow pattern assigns a flow to each link. 'Thus f(.j and f(.2) are the

flows assigned to link (ij) in F(I) and I(2 ) , respectively. For any N

between 0 and 1, the flow assigned to link (ij) bv superposing A "(

and (I-1\)F ( 2 ) is then

+l1.]) (] )f (2) ;

] f (

which equals

f (2)+ (f(]> f(2)ij ij - H )

which is a linear function of A. Dividing by C1 , to obtain utilizations,

there will be, in general, a different function, a + blIA for, each link I.

(We will for simplicity refer to links by a single index, 1, rather than

endpoints (ij).)

We seek the value of A which minimizes the maximum of these

* functions over all 1. Several simple observations allow us to find this

value of A in an efficient and straightforward manner. First, if for two

* 5



links, I and m, aI > am and bI > bm then link I is said to dominate link 9

m and link m can be ignored as it clearly does not participdte in the

maximum since aI + bIX > am + b for all values ot N. Indeed, it a. +

b > am + bmX for all A between 0 and 1 then link m may be ignored.

%ote that this latter condition is not equivalent to the former, for

example if aI = 10, b 0, am  2, and bm  3.

We can then arrange the links I in descending order of aI and 0

examine the b1 . Any link m for which bm does not exceed b, where I

is the predecessor of m in the order, can be eliminated. We now have

an ordering of links which is descending in a1 and ascending in b1. We ,O

then compute, for each adjacent pair of links I and m, the value X1 for

which a + b 1  am bmX1. The X1 should form an ascending se-

quence. A value of X which is less than the value of its predecessor

in the sequence corresponds to a link 1 which can be eliminated from

turther consideration. In this case, link 1 is eliminated and m has a

new predecessor. The X is then recomputed for link p the new pre-
p

decessor of m and this process is repeated. For link n, the last link

in the sequence, A = 1.n

We now compute for each remaining link I v aI + bIX 1 and select

the minimum of these values. The resulting A1 and v are the desired

values yielding the optimal superposition.

This entire process is illustrated in Figure 2. The links have

been sorted so that the aI are descending. links with nonascending b1

hav ( already been eliminated. Thus the bI form an ascending sequence.

[his is evident in Figure 2 by the fact that the lines form i sequence

increasing in slope. The intersection of lines 1 ,ind 2 (i.(.. the lines
starting it iI  an a .,) deines A Similadrly, the interse(tion (d lines

1 da)dfnsA Sm
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2 and 3 defines X2 and A2 > X1. So thus far no line is dominated. The

intersection of lines 3 and 4 takes place between A 1 so line 4 is

dominated by line 3 and line 4 is thus eliminated from further consider-

ation. The intersection of lines 3 and 5 defines a value of A3 (dotted

line), but when X5 is computed we find it to be less than A3 . So, line "

5 is dominated by line 6 and removed from further consideration. X 3 is

then recomputed from the intersection of lines 3 and 6. X6 is computed

from the intersection of lines 6 and 7. Finally X7 = 1. This leaves us

with kl, X2, 13 6' and X7 (also X0 = 0). We search among the cor-

responding vI and find v 3 is minimum. It and A3 define the desired

superposition.

The entire optimization process is illustrated in Figures 3, 4, and

5. The network consisting of 3 nodes, 6 links and 6 requirements is

shown in Figure 3. For simplicity, we assume symmetric requirements

and link capacities. We can thus assume a symmetric solution, i.e.,

routes for rij the reverse of routes for rji and equal utilization of each

link in both directions. This allows us to only consider 3 links and 3 -

requirements in the example. This is done to simplify the example.

The actual procedure works with directed links and requirements. It

can also be used with undirected links and requirements but such a

situation is rarely physically meaningful.

Initially, all requirements are routed directly since the initial

shortest paths by our definition would be the paths with the minimum

number of links. This is illustrated in Figure 4a. The link lengths

,dre then recomputed -- link 1 has a utilization of .3 and hence a length

of .3, etc. The shortest paths are then recomputed and are shown in

Fiqure 4b. Note that the shortest path from B to C is now B-A-C.
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'he requirements are loaded onto these paths. The flow pattern is

shown in Figure Ic.

Now a superposition of the flow patterns in Figures 4a and 4c is

done. F'igure 5 illustrates the dynamics of this. Note that rAC domi-
AC

nates rAB and that the optimal X is .9 and v = 4.5. Figure 4d shows

the resultant routing pattern formed by using the first routes for 90%

of the traffic and the second routes for the remaining 10%. Figure 4e

shows the flow pattern resulting from the superposition. Note that the

maximum utilization is .45 (in links (AC) and (B,C)) which is less

than the maximum in either of the patterns in Figures 4a and 4c.

We now recompute the link lengths and the shortest paths. The

resultant routes are the same as in Figure 4a. An optimal superposition

between this flow pattern and the one in Figure 4e is then done. The

optimal value of X is 1, no improvement in v is found and we conclude A

that the routing and flow pattern in Figures 4d and 4e are optimal.

Note that the links (A,C) and (B,C) are both maximally utilized. They

form a cut which is analogous to the saturated cut in Gerla's Cut Satu-

ration Method. (The existence of such a cut is a necessary condition

for the optimality of a flow pattern.)

We thus have developed a simple and efficient algorithm for obtain-

ing stable flow patterns for use globally as the higher level in our 2

level adaptive routing procedure. In the coming months we hope to

* implement this pr :-edure and experiment with it.

In an allied study we investigated a pattern for placing virtual

calls on a network. A simulation program was written to directly ob-

serve the dynamic performance of an algorithm which loads calls on

alternate routes according to the following algorithm:

8u
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I. Load each incoming call onto the route currently carrying the

smallest number of calls. (The number of calls carried by a 0

route is defined for the purposes of this algorithm to be the

number of calls on the first link in the route.)

2. If there is a tie among several routes in a set, S, select '

route i with probability Pi(S).

The simulation was written to provide us with a first glimpse of

the dynamic performance of such a procedure as a guide for further 6

research in this area. We thus wanted to keep it as simple as possible

and considered a 3 node 6 link network as shown in Figure 5a with

symmetric requirements. The program can easily be expanded to con-

sider more general cases but we chose this simple one initially in order

not to obscure the basic results.

Calls arrive at each node at a rate K (Poisson) and are served at

rate p (exponential) by the links, i.e., have exponential duration with

average length 1/p. Each call has a choice of a 1 hop path or a 2 hop

path. A call arriving at a node is equally likely to be destined for

either other node. Thus, there is total symmetry in the system. It

should be noted that a call taking a 2 hop path occupies 2 links but

remains in the system for time 1/p on average (not 2/p). TO

The simulation is straightforward. Call arrivals are generated

randomly and arriving calls are routed according to the algorithm given

above. The number of calls taking the 1-hop and 2-hop routes were ,S

recorded for each run. A parameter, u, determined the probability of

taking the 1-hop route when there was a tie between the 2 routes (u

Prob {using the 1-hop route in case of a tie}).

9 ol



I or - .5 the traction of calls taking the I -hop route was, not.

Su rprising ly, very close to F. For o 0, however, the fraction varied.

I or \ I , 80'-, of the calls took the 2-hop path. For -/p z 10, (i-% ot

the calls took the 2-hop path. For X/p = 50, 6'5', of the calls took the

2-hop path 'or Y = 1, the results (fraction on 1-hop versus fraction

on 2-hop paths) reversed relative to the results for t = 0.

We thus conclude that we have some control but not. total control

over, the routing via (Y which only operates during a tie. The control

gets greater for systems with a smaller number- of calls in progress, as

evidenced by the results for smaller values of A/pI (which is directly

related to the number of calls in the system). Observations of the f

number of calls in the system at various points in a simulation run led

to the conclusion that the system is stable, i.e., that the link loads

reach a stable level and remain close to that point and close to one

,.nother.

* (
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ABSTRACT

This paper considers the problem of routing traffic with many desti-

nations through a congested network. The problem is formulated as a "

very general dynamic multicommodity flow problem. The optimal control

problem which results is a very difficult one to solve analytically (even for

open loop solutions) because of the presence of ooth state variable con-

straints and delays in the system dynamics.

The difficulties inherent in the centralized problem can be avoided by

using a decentralized approach to obtain dynamic routing strategies. Some

of the results obtained using this approach are presented.
4

INTRODUCTION

Consider a network made up of N nodes connected by L directed links
along which the rate of traffic flow can be controlled. M of the nodes are
destination nodes toward which varying amounts of traffic must be routed

in accordance to the traffic demand.
When the traffic demand exceeds the capacity of the network to meet

this demand for service, congestion builds in the network. In the model
used here (first suggested by Gazis [1 ] ) the congested network is viewed
as a store and forward network in which all delays due to congestion are
treated by assuming that queues can build inside the network at the
network nodes. Traffic is assumed to move between nodes at a constant
velocity (this corresponds a fixed travel time between nodes) and is stored

at the nodes in queues until it can proceed onward toward its destination.

The degree of congestion is measured by the aggregate of all queues
in the network. The problem considered here is that which occurs after a
"rush hour" or period of heavy demand when the demand has fallen below

the capacity but congestion is still present.

Using the store and forward model the queue dynamics can be expressed

*The research was supported by the National Science Foundation under

qrant ENG-77-14898, and partially by NATO grant #1425.
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N Nrnm - . mUjnm(t~ ln

qnin (t,=r n m( ) - _ Unkm (t + Uin ( ) m

k=1 J=
for n-lz .

ana n - m.

where q denotes a conLinuous state variable which approximates the
length of the traffic queue at node n having node m as its destination; ,,

Skm denotes the rate of traffic flow to destination m on link (nk); r mUnk n

is the traffic demand entering at n with destination m and s. is theJn
delay on link (j,n) encountered by traffic to m. For deterministic input

demand, the objective is to clear the congestion (so that q nm(T)=O for all
n and m) at a specified time T which is large enough to achieve this

objective while minimizing the aggregate cost of congestion

T M N N
f [qnm(t) + I s nm k(t) Idt (2)to m=1 n=l k=1 nk nkt]

In this integral the q terms give the aggregate delay due directly

to the congestion while the flow terms produce a cost or aggregate delay

associated with the link flows. The constraints to be met
M

qm(t) > 0; Unkm(t) > 0 and m=1 unkm(t) (3)

for all m, n, k and t

impose the requirements that queue lengths and flows must be non-negative

and that each link has a finite capacity Cnk.

D'Ans and Gazist 21 have shown, that an optimal open loop control for
this centralized control problem can be computed by discretizing the time
appropriately. When this is done, the problem can be expressed as a

linear programming problem and an optimal open loop solution can be
computed for any initial conditions.m

This problem with all snk equal to zero was considered by Moss and
Segall t3 ]  They present a set of necessary conditions via the maximum

principle but they offer a general procedure for finding the flows in
feedback form, only for single destination networks with zero input demand.

In seeking a closed loop solution to this centralized optimal control
problem, one runs into considerable difficulty because even necessary

conditions are not available for problems having both state variable con-

stants and time-delay systems.
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A D[CENTRALIZED APPROACH

Most of the difficuties inherent in the centralized formulation can be

avoided by adopting a decentralized approach to this problem. In gener.fl

the decentralized approach to controlling large scale systems is to use 1 •.

number of low level controllers operating on local information to control

portions of a large system. This local information is supplemented by some

interchange of information between local controllers or between local

controllers and a supervisory controller. How well the overall system

operates, depends on what information is exchanged. The local contro!lers

are designed to perform their limited tasks optimally. For the dynamic

routing problem considered here, the local controllers are node level

controllers which must assign traffic flow on the links leaving the node

based on the information available locally.

The Local Optimization Problem

The optimization problem faced at a typical node is based on the

queue dynamics

) (t)R t) - 7 uM) (4)

where Rm is the total rate of traffic arrivals (from both upstream nodes
and from outside the network) which have the destination m and there are

£ links which exit from the node. We wish to find the link flows u m(t)

as a function of the local state Vector q(t), to minimize

T M L 0
}:J" I [qm(t) + . S2muIm(t)]dt (5)
to m=1 -=1

where S m denotes the cost or delay per unit of flow on link 2 to reach

destination m. The constraints are as in (3) and q (T) = 0. It is ap-

*O parent that since all incoming demand has been consolidated into one term,

the local controller is not attempting to control a time-delay system. A

feedback solution can be thus be sought using Hamilton-Jacobi theory.

The minimum cost due to congestion can be expressed as

O T M L m

V(q(tO)) =m {Jmi t-J*} = min f i [qm(t) + I S (U (t)- uP m:(t))dt
u u to m=1 2=t

(6)

where u QM* are the optimal non-congested flows (i.e. the flows which
minimize * in (5) when q (to) = 0) and J* is the corresponding minimum

L m*

non-congested cost on [t., T). Note that R'(t) M u (t). When the

* 3.
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R are constants, then the min:mum cost function V( j) satisties the

Hamilton-Jacobi equation

min Z qm(t) + m 3V u m(t) m* = 0

u m=t g=3 3q 
-

where V(0) = 0 and the minimization is subject to constraints as in (3). It

the V( q) which satisfies (7) and boundary conditions imposed by state

constraints can be found then this would produce necessary and sufficient-1

conditions for the optimal flows.

A complete solution to the local optimum control problem is not yet

available. A method for obtaining an approximate solution was presented

by Ozgfiner and Sarachik [4 ]  However the exact solution is known only
for two special cases.

Two Special Cases

The Single Destination Case (M=1). Chu [ 5 ] first solved this local j
dynamic routing problem using a geometric approach. Later Sarachik and

Ozg~iner( 6 ] obtained the same solution using the approach above. Since

(7) must be minimized at each time instant, this is equivalent to choosing

the u(t) to minimize

S 3V (8)

subject to the constraint 0 < u1(t) < C. This says that we should choose

IC for S < 3V

u 2(t) = (9)

0 for S > -

Thus if the links are numbered according to the ordering S1 < S2 <

... _SL and if K is the largest index 2 satisfying S£ < (3V/3q) we see

that on links 9=1,2,..., K the full capacity should be used to carry traffic

flow whereas on links e=K+1,.... L no traffic should flow. Substituting

this result in (8) gives

C~p for q(t) > Y
u t) (10)2"opt for q(t) < Y

where the thresholds Y are given by

Y= 1 (C.-u.)(S (1)

for =1.....

4.



0,Nultti-vestination -,ith L=-' Saricn ik obtained a SoIutiun tc

with .rbitrarv M, tor a node with only two exit links. The method of

solution involved finding the solutions along the state space axes (these

are one dimensional problems) and using the results as boundary conditions

for the admissible state space q _ 0 The derivation can be found in 0

The results show that the admissible state space is divided into non-

intersecting regions by planes. In each region the optimal flows must

satisfy a necessary and sufficient condition. The regions can be
found by simple threshold tests on aggregate queue lengths. Specifically

with m s m-s m (the additional cost of using link 2) the destinations

are ordered according to 131 > 1 2> ... > OK > 0 > 1 K+1 > - - > M (note that

traffic to destinations 1 and K prefer to use link 1). Thresholds are

calculated using

X (k) = Xl(k+l) + yl(k) [Ok-Ok+11 for k= K,..., 1 (12)

with X1 (K+1) pK  Y M and

X2 (k) = X2 (k-1) + Y2 (k-1) [Pk-13k] for k = K+1,..., M (13)

with X2 (K) -p KY 2 (K). The yi(k) denotes the capacity available on link i
for emptying queues when the demand Rm for destinations m=1 to k is
routed on link 1 and the rest on link 2 (note that for k K this means
some traffic will by diverted away from its preferred link). The composite
queue lengths are next defined as

k M
Q1(k) Y qm ; Q2(k) - qm (14)

m=1 m=k+l

and the test variable Tl(k) = (¥ 2 (k)Ql(k)-¥ 1 (k)Q 2 (k))/ 2 (k) is found for all
those k <_ Kwhich also make Y2 (k)>0). Fork <_Kif X1 (k+l) < T1(k) <X1 (k) and

QI(k), Q2(k) > 0 the optimum flows satisfy

a) Ul(k) =C; um = 0 for m > km (15)i
b) U2(k) = C2 ; u2  = 0 for m < k

0 where the composite flows are defined as

k M
Ul(k) 4 1 u U (k) I u (16)

m=1 1 2 m=k+l 2

whereas if T (k-1) < Xl(k) < Tl(k) the optimum flows must satisfy (15a)

ind
k

U,(k)+u ; m 0 for m < k-i. (17

* 5.



Yhe only difference between (15b) and (17) is that (17) permits , non-zero
kU, For a state on the boundary of the admissible region (i.e. when
(k)=o for some k or i) the conditions (15) and (17) must be modified

slightly. In this case the Ui(k) must equal the corresponding aggregate B

demand.

If the above tests fail then for k > K the test variable T 2 (k)

(Yl(k) Q2 (k) - y2 (k)Qj(k))/y,(k) is formed for all those k for which Yt(k) > 0.
For Q 1(k), Q2 (k) > 0 if X2 (k) < T 2(k) < X2 (k+l) the optimum flows must 0

satisfy (15) whereas if T 2 (k) < X2(k) < T 2 (k-1) the optimum flows satisfy
(15a) and (17). It should be noted that (15) or (17) do not specify the
flows uniquely so many optimal implementations are possible.

Coordination of Local Control

In order for the node level controllers to implement the local control
strategies, information must be supplied to it about the parameters S
This can be done for each link exiting the node by forming S m = sk +

m where s is the delay (or cost) of traversing link £ to the first
downstream node j and 0j denotes an estimate of the delay (or cost) of
reaching destination m from node j. These *jm cost-to-go terms must be
computed at each node and transmitted to the upstream nearest neighbor.

The way these terms are calculated greatly affects the performance of the
overall network. Chu [ 5 ] using a capacity weighted average for a single

destination network (M=I) defined

f. -6

qjm(t) + I S mc,
*. t m (18)

YC
2=1

and had to restrict the application to non-cyclic networks. Whereas if C
is replaced by the excess capacity y, - C -u2 the strategy can be extended to
networks containing cyclic paths since it can be proven that no cyclic
flows will occur [ 6 . Sarachik [ 8] using flow weighted averages (i.e.
replace C in (18) by u 2 m) for the multi-destination case required the

non-cyclic restriction. This restriction was removed in [4] by using a
certain kind of excess capacity average. The question of what is the best
coordination scheme is still open.

6.



CONCLUSION

This paper has described the general problem of using dynamic routing

to clear congestion from a congested network. A decentralized strategy

was described which utilizes local node level controllers. The optimal local
strategies were presented for 2 special cases when traffic demand is con-

stant. Research is being done to extend the local results for traffic

demand modeled by a Poisson arrival process and to obtain the exact

optimum routing for M destinations with L exit links. More research is

also needed to determine whether an optimal coordination strategy can be

found.
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A Abstruirt - The jolut von of a local riiutiniR rltnviire aK isngiested nodic

with two alternative paths to 'if d"ssiiiinm of a traffic nrwmnrk i% e-. 5
presented. iTl solution short', that the dini-ible %stei spaice i.. divideI-
into a finite number of regions tthin rthich a difirrotl sel o4 i)i~ (k) adi'8Y1tisfqst esawnstreeom
conditions a" be salislied. A ssecifw real,,alion of thewe optimal consdi- potin of dopwand pWot6n of
lions Is presenited olied can be utilsied b,% local node conolers~ inj network Network

dee "taized constrol strateies (or lafev neitworks. fiI A .rytcal NO& ot Pto cut b

I. INTIOnUCTION when the demand for servi4c is constant It is shown that the state space is

The problem at routing traffic through nctwoks from nodes oif origin divsided into regions separated by linear manifolds The closed form

to destnation nodes is an important prolileriv cornmof to the field of conditions for the optimal control are given for each region These

traffic control arid data-communication networks Much or the early work conditions do not specify a unique optimal control so a specific optimal

dealing with the traffic assignment problem in both fields was restricted realization is presented. This realization is tn the form of a feedback

to finding in optimum stead-o-state routing (static strategies) under non- control which can be easily implemented in real time.

congested conditions In 1974 Gan-s II I proposed that a store- and- forward In using any decentralized control strategy to route traffic through a

network could be used to model congested transportation svstenis In this complex network. decscitsa muat be made locally at each node on how to

model the delay due to congestion is assoctiated with the waiting timre on best allocate traffic so branches leaving the node. These decisions will

queues. For a single destination node and utig the aggregate delav in the af(fect the traffic levels at downsit-eam nodes and thus must be based on

network as the performance criterion. 1) Ans arid Gazis 12l obtain an information, provided to the local rnode controllers. about conditions at

open-loop solution by discretizing in time and Chu and Gas-is 131 obtain a otiher nodes of the network. Questions concerning how the commuruca-

dynamic feedback solution for a simple network with two alternate routes tion between nodes affects the ovcrall behavior of large networks which

As about the same time, Segall and Moss 141-(61 used a similar model to use decentralized routing are extremely important hut are beyond the

study the dynamic routing problem in congested muttidlestination data- scope of this paper. References [71-[91 addresa some of these questions
communication networks. They assumed that the detltss enicountered, in and indicate how loa node controllers can be utilized in a decentralized

tranaiting network links are zero, so the resulting queue dsnismics are dynamic routing strategy
gon-erned by ordinarye differential equations Using the maximum pnriet-

F-. they obtain a set of necesaary conditions for the optimal solution and 11. Tw LOCAt ROu-nr-io PROBLEM
propose a constructive algorithm for finding the ontimal Lcentralized

* control. The demand for service is th, net traffic flow arnivng at a typical node
When transit delays are present, the queue drianics are governed by along inbound links and from cotde the network. This demand ts met by

differential difference equations and the general centralized optimal dv- routing the incoming traffic to the exit links. When traffic demand
namic routing problem becomes formidable. since state %antihle con. exceeds the capaty of the cxit liinks, queues build in front of the node-
arits, ame also present Most of the difficultics inherent in the central- When the capacity exeeds the demndc the queue lengths will be de-
ized problem can be avoided by seeing a decentralized control solution, creased. In this paper attention is resticted to the situation which exists

The decentralized approach to clearing congestion from traffic net- toward the end of *rush houars. That is, congestion exists in the form of
4)works has been discussed in three recent papers 171-[9]. In these papers long queues but the demand is less than she capacity of the exit links so

the problens of finding real-time dynamic feedback routing for traffic is the queues can be emptied and the congestion cleared out.
formulated as an optimal control problem and a deventralized structure At a congested node containing queues of traffic for Air destinations and
for the solution is utilized. Chu (7) considered a single destination acyclic having only two cut links. the queue dynamics c.n be represented by [I).
network and presented a solution based on the interconnection of local 151
controllers which implement route %elections at each node K hoosing
among K alternate routes to the single destinai~on Sarachik and Oiguner r'i) - u"(t) - ut'(t) for m = 1.2. -..PM (I)
1 91 conisidered single destination cliclic netiworks The-, show that the

optimal local routing algorithm, when used in their decentralized strategy. or in vector form0

leads to loop-free (lows in the nietwork even thougi cci paths are
present Sarachik 181 considered muliidesiination acyclic networks and L( " r-u() -21

presented a decentralized strategi. for that casw Local routing strategies

for two specific simple subnetworks were utilized in the decentralized where q' denotes a continuous state variable which approximates the
strategy to illustrate the control of a larger network length of the traffic queue 1 mea-sured in vehicles, bits. -messages. etc )

In order to make the decentralized rutiong stratess of i191 for multi- having node mi as its destinatieta: u~7 is the flow rate on link idestined for

destination networks mnore gencralls useful. this uourrsponulenuu tonsulers nt and r- is a constant flow oif traffic entering the node destined for mil

the pr&4, m of designing a local fecdhaicv cuuT1rulci I ((i ai tsp:La mxj'c of is the decmand vector)

a multtdecstination network when the nyte his irxit link-. ye,, Figt1 The problem faced t he nodie c-ontrolict is to choose the control

An optimization problem is formulated and %solved fort this loical prohlcm vectors ui, and u2 at each time instant in order to empis the queues while
optimizing some perfonnance measure A useful measure of this perfor.

Manuwmypi ttvns- Fc4.aa i 'Ot "I--d~ Ausi- 7 14 ri.- -1,~. mankc 11-1101 the aggregate cost for defasf given hi.
ptir"in panv hs i ai, va S..-v tniawun-, rvn Ni i - -. indi

*pot hv NATO u",.- 1ian, A4
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w here S, dtcs thIle 4:0.0 404 4Jlj) pr unit it4 nli.% on linkl. k. re-h

d~csitit mi The- tineirc Tin% iine prcjitcr thin ihc Imiw ,A rctsfrcd I iii n- . I
emptv all queuc%. 2t the notle, %ith mintinal kosi Note IhjI ilc onilts

totoJ due tot the q' terjiis i.% the .tregiie icljis .is,ijtvd %iI)

cleanng the 4Uuues 111. 151. * hile the oilier teris hresent the aggrcltiti - i.
cost (or d'lIavl &,soiatWi with rcaoi.hing the dcsiinatiins froin thec ntankc
of the exit links 1101. (edp"fco 'adioniinoiniaeexlityNteht

It shoutld be noted thatt *mhcrt the local controller is used in a dctvntrfil- hdendneoq"ndi nrisntnictdepot'Noeha
tze setin. te Ltis paameersS,'wil becomowdof wo oriort, ince (7) is linear in the y:1, the minimum lies on the constraint

Sed setig 1, #hate I, st parametst S wil hcompe of traesn ln o 11K uindaries. and since two of thes boundaries involve sums, an optimal

first downstreami wide j and e, is a Mat lt "uay) associated with Iv inndn the nl"(wihstife 7 ndtebudrycniin

reaching destination i from node j The node cotrolller will rcccive the B idn h tfIwihsts'c 7 n h onaycniin

informnatio #,- from it.% downstiream neighbors and update th %ausS' Imposed hy the state einstraints. we can obtain explicit necessarm and

In operation the node controller must het abl~e to adapt to these upilaics. sufficint condaitn for the optimal flows,

Thus. a real-time feedback solution of the local optimization problemn is,
essential. Ill. OPTIMAL Fi.ow CONDITIONS

In thia problem the queues can be emptied. since we consider only the In ths seiction the conditions for optimail flow ame presented. A detailed
case for which the w"ta traffic demand AR-Z.%renenng the node is5 dscripto of bow thee conditions are denived is given in 1111. To

les thn he onbind apait oftheiw eat ink (, +C2.) Th aim:1ify the presentation, the destinations are numbered so that for
optimal nonocoeajted cm P can be defined as the minimum of(f21 *hen s2 - "
t h e i n i t i a l s t a te I l i ) i s s u m . T h u s f o r t h e s a m e T a s i n ( 2 . ; , 0 0 . .O N 2 0 N - I N - I A m 1 1 N

j. j ~(Sra~ r~r (3) With this numberng, traffic to destinationas I through K prefers link I
'eu uwhile link, 2 is preferred by traffic tw destinations K + I through At. Also.

if it becomes necessary to divert traffic from link I to link 2. traffic to A
*1where u," aft the optimal soncongleited flows and V, + -9 = . The ahmid not be diverted until all itraffic to m> A- has been diverted

mninimum cost due to the congestions at the node is obtained by subtract- Conversely, when traffic mut be diverted from link 2 to link 1. traffic to
inglPfrm the inimumsof(2). This iva k should nobe diverted until all trafficto a <k hasbeen divened.

V( i~ta) I mn I ~y) PjIt is conven~ient to defitne the excess capacities as

mi [.-(t)+ Si(all()- u,)+ sj(vu7(t)- u",)I] ik

whene the Iaiainon is carried out subject to the constraints L u .A+1

q(T) - S each ink for clearing queues after the steady-state demand is accommod-
sted. whsen no steadly-state: flow is diverted. When ~anid C:- aft each

'ITheme constraints impose the requirements that queue lengths and flows large enough to accommodlate the preferred demands. then u, r..

must be nonnegtive. that each link hats a finite capacity. and that the m:* - 0 form or K and all" 0. ut:*' r' for o#> K. and both yl K) land

quirues must be empty ast the terminal time. Note that for a giscn q1 I, I Y(K) it greater than zeirol If one exit link has insufficient capacity C, to
andanyT ~, I cold e ~I te sme inium ostI i obatnij.so accommodate its ,wi'pc traffic, theft as much preferred traffic as

V does, not depend on the time-to-go T - I,). Also. system (I I is timit possibhle is mouted on this link wtih priorities governed by the P.) giving

invariant and the coefficients in (2 arc constant. Therefore. t is indepn. ,(K A a 0 and the res is divertied tw the other link. It is thus quilt simple

dent of the starting time tit. Applying Hamiltion-iseoi theory, we know to dicierin the values it,' for all w and i for tI& problem and to fom

that the minimum clost V-( qI for system (1) satisfies the partial differe-ntial the sets y, - I Y101.- . y,t A4)1 (or t- 1,.2 using (9). (9). and (101 The

equation yf( A anid y?( Al values from M9 are the excAs capacities available for
emptying queues when demand for destinations i i - 1) to A is diverted

A' from link I to 2. whereas the values from (1011 are the ece4.ss capaivii'

min [q"(I) + . ("(() - ul") + SN (I'M7( ul")J wtieni the demand for dirstinatiponis A: + I to A is diverted from link 2 tn I
!i- 91~ Diversion of traffic from one hak to another can% eventually use up the

capacity of the link cceising, the diverted traffic To keep track of this, we

+ a~g) 0(i) define

4 the smalles value of A suchithat y:( ) > 0

&here the mintiniaiion is %uhjccetoi onostralis (5) Using r~ th agsU'leo ~hta ,

this equAltion cin be rewrititn is A Milk&I Amax I k. (II
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A set of threihold constants can now be dcfincd rvvur,i-I% h'. When the %lice cor q lies in a region R, optimal flow. must sti..f%
the conditIoll

wihXK 1rrko)n tLA.,AK)M Y~ ) , nondccrcaing"A decreawis U, M) = {I~ el if QJ(A) 01 (21a)

X( A)X( A-) y( kI)(0, p0, fo'k =K + 1. A4 and

(I))O -U ( A if Qi(k)=0 (21b
with X14 K)~ -xyz( K) (so XT(k);00 is nondecreasing as AUincreases C3 oherwisb)

fronm K + I to A4 1. Composite queues are defined as

A 14 and the restriction

Q.k) q- Qlk q-=Q - Q(k) (14) sil"+oi' <r' when '= 0. (21c)

Note that U,( Ail=U 1I(A)mewansthati"= 0 form > karid U2(0) = ((A)
where Q is the sum of all queue lengths. The composite flows otn eachi link means u ' = 0 for i c. k.
are AtIf the state vector q fin in a region A .A-1 then optimal flows must

A hisatisfy (Zia) and
U.(k)& U" U( k ) A 1 2- (IS)-

-- - t14(0) =L/2(k -I1) E, C(k -l) if Q,(k - ) =0 (21d)
Note that k =0 means Q,() =0 and U1(0) =0 while k = .4 means IC otherwise
QI( Al) = 0 and 144 A) = 0: for notational convenience the explicit
dependence of these quantities on I has been omnitted. The upper flow as well as restriction (21.). Note that actually the only difference between
bounds are these conditions is that (21d) alows Y' to be nonzero (this is required only

Af ~when Qfk - 1) = ) so traffic to destination A could be routed viu both*,kk i~l j( i 2 - .(16) knits l and 2. Since these conditions do not specify the optimal flows
C,(~mm [CIhrI C 2  A- In 2 ~r +niqaely anty impillemeuntatimnwhich is convenient will be optimal+ These

L S~iJconditions sare niecary, and sufficient foe optimalty because they were

The solution of the Hamilton-Jacobi equation (71 sows I1I1I1 that thse obtained fromn V(q) which satisfies the Haamton-Jacobi equatin (7) and
admissible state space q do 0 is divided into disjoint regions which ill the boundary conditions imtposed by the state constraint q - 0 (Reference
space. In each region 17( q) is given by a different quadratic function. but fIlIJ gives expressions for the minimum cost V(q) in each region and a
it is continuous across the region boundaries. These regions can be proof that these regions fill the admissible state sptace qa 0 0)
ciiprcssed convetniently in %trms of vitnalks The milion tri wht q tits cosud be det end Sy using a micro-

processor or a special cipi whift implements the conditions (I1tM)-(20) in

T ) QIk-Yl( I) Q A cieWA-Kkparallel by comparnag the vector of test variables against the vector of
T 1 (A~hQ (k) 2 A defiedvalues.

T3k Q( 3kQ~) defined for k 4 (17) MV A SaIP9tFC OPTtbMAL ROUTING

In the preceding section the general requirements (211) permit manv
0The regions are optimal routing strateges. In this section a specific optimal routing i s

R&A presented which satisfies, these general requirements
For states lying in the regions A,, consider the flows[ XI(k + 1) < T(k) -QX,(k) for*k k 4min(K- 1.il

q:oma(~.A~' a) iq~ + yik- -; u,'=0 for 1 Qm -Ck

( (II) b) v,'-0: ei u -~()Qk for k+ I P"-cA4

RK fq: #ix.I kljK) _ (K) Q * (1) (22)

where for Q,(k) 0 or Qj(kA 0 the indeterminate term 0/0 is defined
In (19) (recall that Kais the nunmrof destinations which prefer link 1). if to be zero (thus (21c) is satisfied when q' = 0)+ We now verify that 122)
K =0 the upper bound is zetro but if K =l the lower bound is zero, satisfies the requirements (21a1-(21b). For Q(k)>0 and Q.")>0.

TI : 1kfork =k-A' summing 02) givecs

TI(A - 1) < X,(k)< T1(k) for k < k 4 K

T(k - 1) -; for k i+I14K a) UP(~ Mi" + I +Y

fork =1aK+ I -*+ 2(T2 A)X2 A<T(Al) fr <A&b) U2(A) -2~4 u+,A (23)

T(A-I1) >X2 (A) fork A +1.K+l
Now y,( k 0 and -1t 1 ) > 0 (this is neces-saryv for R1 to ex ist i so for

(20) k CKw aeu' o i*-Aadw*=0frm- Thus.

The region in Ahich q(t lies and the index value A is ohlained hy I A
determining which of the inequalities t08). (19).420) the staie vector qMl a) U,( T u- +- y,( A) K~ A) + u ii" C,
%atisfies.li ,,
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K 14 havor just demonstrated thait in this (JCr the o-piri~io fln%% (261 are
b) UlA ) = + ' + y)~() y( K) optimum H% definition 114 fot the comp~iot %late% note that if

+.st =~ Q.i I i 0. thenQ t(no 1 11and Q, no) ():;A -IItor all no ap - I
Alf For & -A Oil(ctrquire:. thait 1,(k - l)Q~t4 1)' ytA - 1 A'.( 4

+ 2 (24) which is clearns imposs,%inle sincc Q, A - I). -r,( . and I jolicanot

A41be negative For It, < o,--K. (20) require% th1e impossible condition Q, I(AAI'Q I eocueteeoe a tt ih~
For A > K this is demonstrated in a similar manner. When Qt(k) 0 Q2( A - 1) 0 can %atisf% the condition, (201) for R, onls %hen

the y't(k term does not appear so (23a) gie A = A -c A' A similar argument shows that when Q,( 1 0 Inc state can

be in betR only when A 4 1>AK

V, COtNUSIONtS

since l( A) > 0. Simlarly when Q,( k) 0 the V2( A)I does noo4 appear in The problem of finding an optimal routing strategy for local node -
(23b) conirolicrs tn a multidestinatton network has been solved for the case of

At nodes with two exit links and constant demand It has been shoun that

(() k , ln) the admissible state space i.% divided into control region% separated by
m-k~llinear manifolds and explicit expressions for the boundancs of these

regions arc presented To each region there citists a set of controls which
For statles, lying in the regions A,., -th situation is complicated by are optimal foe the states of that regpion A specific feedback realization of

degeneracies which can occur. the optimal control has also been prmsntcd The i mplemecntaitons (22)
A composite expresion which givesOptima flowli flq inRol.a~ is ai and 231 for the optimal flows are not the only ones possible They are.

hotwever. convenient for traffic control purposes because they provide

a) v j '~=0 fo 1e - am IQ k - I some exit capacity( to traffic for each of the destinations and the longer
Q1(k) the queue. the larger will be its share of the capacity They can also be

readily implemented using a microprtcessor since they consist merely of

b) u'j=lr"*+rI(k) ~-+A(A) the sum of steady-state termis. and a linear feedback on the ratio of a state
Q k) variable q' to the composite state Q, of which q- is a part. The

& steady-state values must be available at the local controller either by local
c) u2'=uaj+ r(k)-f - -A(k) computation or they must be supplied by a central supervisory controller.

Q2( A I)Note also that if either the demand or the exit capacity changes to new

constant values then the y, vectors change. so that the bounsdanes of the
d) u"=-0- UT'=vuI+vUT+r(k)Q(10.l control regions and the feedback gains change This merely requires a

Q3(k - 1)redetermination of the region in which q lie., The feedback routing given
fork + I at m (25) is therefore adaptive to changes not only in demand, but in capacity as

weeteidtriaetrO ideietobzeoweeihrQk well. _1
wher th ineteminte erm0/0is efied o b zeo wen ithr Q( k It should be noted that thc' solution for r constant may not or as

or Q1(k - 1) is zero so again (2 Ie) is satisfied when q' = 0. The symbols restrictive as it appears For example r could represent the average

usedin (5) rc dfine asdemand over some interval so it would' be constant on that interval.

r,(A)4s,(- ): r1k#rk I Furthermore. the routing (22) gives constant flows u,,(rt) as long as the

AQ yQ) r(A) -) 'fr fork 4 K state remains in one region. The routing (25) gives almost constant flows
il~k&-y(k); A(A&-u~for~~Jin one region. Thus ervens in decentralized operation. %hen all nodes use

this local strategy the incoming demand can be considered as pievewise -to
ro)A,(k) rk)4y(k)fork> K constant over intervals The feedback routing could track the changes by

rA)ytA) Ar(A)&ur2 (A - fork>K updating tse yvecors.
For data communication networks, the problem solved here could be

Wc now verify that (25) gives U1( A) = C, and U14 A - 1) =C 2 which applicable when there are delays or costs associated 'Aith Sending me$-
-satisfies the conditions (2 1a). (2 1d)l for an coptimum. When A k > AK or sages, to the destinations of course. it is usualls not desirable to mix the

k = A + I : Kor A is in the range A<A <A +1,. the ,(A) arepositive so messages for the vanous destinations on a single link, so a differ.-nt
4the result can be shown exactly as before. When A = k * K and Q,( k) > 0 specific Implementation would be preferable in such networks. ZZI

we find by summing (25) that

111 t~ RansliucEs

- t - t il n C: Guas. *mndihn and iopi~tuia csinirci of contested iranspmiattrooe bsionnoi,
set. ,I, 'CAot pp ti)-t124 1974

Air~12 Cl c c r Ani OWd D C (#ali& "Opriona "m~irot of owermiursied fred-kso-aid

b) U2(k - ) 11= + ti2 4 + y2 (k - 1) + y2(A- (26) iranbr.iowatio neorw, IBM Rcs .Re RC4!43. 117)

4 = 4 . - = I'IKC'Chun.ani 0 o. (itas, Osroan-, allmit-o of parallel Lcged itaftc
ch nnri1 i- T,.,, .. d T,.11i, re,.. I P- .. o %i.,I 5,an..Tr-, T.f.., rho-ai W.
1) 1 Iiixk Fit S'.Jne Reed and Reed iQ'4

Since y2f A I> 0 we have ul" = 0 for A a, K + I and since yj( & - I) 0 we 141 A L gall and F H M.A.-. Appian c- unsa the-ro ii oi dn.., outinig

have yI - 1 y >0 and v; = 0for nt .k- I Thus using (9)and (9) M to, .remneios.. -t j, .,i i --ci(. 1
976. pp 41- $46

131 A Segall. The omsdeting ni- nda ivc moun; daiao-commnftanci"o nisorlk
It IL T"., ( --.. cc (1OM 2' Pr %A5-V Ja )n 1917

& 161+ ~ ~ CtI. F H1 54no, &and A '...sji An -. ,,4 ciis arpfomli in d'naMw routiing W
daacmQnwu)w In,.qtmcQ)-C ilao - Pn. ior. Por it 1-o(,nvweinmalt iirpici-

ami'i aafti.tt.flin, Rcp. Li '12.SE lo 1 971. i979
171 lo ( Chu, ' Detvmmi,.hid -nI ini conlio -1 or~toid trail. IBn~qm 1M

K #4 R . Rip R('6#117 i) ,A ..t I

onf... onon. i,.1coj ....

Tbis rewti can he ortained in a similar manner for A A*I > A' 11.11 p Is.,ahts tinmim oii.--.c i ,ooootc or ,.~~ero ,n.deuiwnoi,,mn

To show that (25) i-i oriim,:m when Q: A - I)= 0 %we % ill show that 1 ~.,.,ce.h iiH.
4
-r 11RA Sil. IS4" ~

A-hen this hiprenor the state q caro only he in R, with K and we '.'tirI ; c~ ',,e' 1-1. N-. N-16 )n 1100i
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A DYNAMIC ALTEIATE PE UTZ S,.ATE,Y FOP TU.FIC

Philip E. Sacachik
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Abstract

A dynamic alternate route strategy is ic-deloped bold strategy. The purpose of this paper is to
for a typical node of a traffic retwork. the strate- investigate the threshold st:3togy for a discrete
gy compares the queue length at the node %qainsi an queue dynamic model with rannom Pois nn arrivals.
optimal threshold value. .heo tne tnree- h c is
ezceeded, ;ome of the traffic is diverted along an
alternate more costiy route to its destination.

The local node level strategy is easily Im-
plemented in real time and is also adaptive to
changes in route capacities. input rates or the rel-
ative delays along the alternate route. It is also
suitable for use in a decentralized routing strategy
for large networks.

Introduction

The store and forward network model has been
fourd to be very useful for problems conzerned "ita Fig.I A single queue alternate route model.
moving traffic through congested networks from origin
to destination nodes. With this model. whenever the
instantaneous traffic dem-and exceeds the capacity of A Threshold Strategy for Local Alternate Knuitq-
the network to use the demand for serice, congestion
builds in the netaork in tae form of queues which are Consider any source node and a single desti.-
stored at the network nodes. For a fixed network nation node with L routes between tie2 indexed by
structure, the problem faced at each node is how to = 1, ..., L. The problem is to assija traffic to
choose the routes along uhich to send traffic on these routes in order to minimize the iver.ag-. delay
toward its destination while minimizing some measure in reaching the destiaation.
of cost or delay and satisfying the capacity con- We assume that traffc arrives at an average
straints of the network limks. For stochastic trai- rate X with Poisson interarrival times ad "hat thie
fic demand most of the recent work has emphasized length of each unit of t.affic is erponentially
dynamic or adaptive routing schemes il-o] which use distributed with mean I/. 'For messages tae ,nits
information aoout the actual state of the node or are in bits and for vehicles the unit: are in
network to determine the best routing. Ia almost all feet). All traffic arriving at the node is as-
this work a node with L routes to the destination is signed to a single queue and the decision on which
modelled as L parallei I. /1 oueues. The routing route to use is made only when it reaches tie front
decision is made at the tine a customer arrives by of the queue. We have then the situactor. of a
placing him in one of the L queues. FoschinL and single queue with many potential servers as shownr
Salz(2J show that for high traffic demand a join- in Fig. I. Letting Q denote the total ruin-or of
the-shortest-queue rule gives average queueing delays customers (messages or vehicles) waiting in tne
approaching that of the Z/MiL queue (i.e. average queue and in service, Little's formula TQ = ElI;/\
delay is reduced by a factor of L compared to equal gives :he average time spent on the queue an-1 in
splitting). foe two alternate routes, Boorstyn and service. Furthermore all trffic using the . th
Livne 16J also get performance approaching the H//2 route will encounter an additional average delay ot
case by adding a th.d iueue which c.n use eiter of S. before reaching the destination. This ;adi-
the two servers when the dedicated queues become tional dELay includes both trinsit Jel.v: if any
empty. and queuig and service delays at nodes loi; the

it would seem that a more direct approach to route to the destination. he average total delay
achieving such reduced queueing delays at the a node to reach the destinatiun is thus given by
Is to operate the node using a single queue with L
possible servers. Te routing decision can then be L
put off until the moment a customer gets to the head T '- E 'Q) L I . 3 (1)
of the queue and must be put iati service. :n Fig. I i=l
the box 0 denotes a decisicn rule wnicn allccate-
traffic to the route servers. rhe decision can then -bere ., is the averige rate at 4hich traffic is
be made on the basis ot the Latest state tnformation sent along route t. r,:i A dete-minISL : version of
and also on thp ,i!lays to be encicuntered along the this prooiem with cons-int a:r:vil Lite. -e opti-
differeat routes fl(. maal routing strategy was ti-nd to " A thresao]

This problem has been solved for the case of strateg,, J That is to say nen the routes are
deterministic input de.and (7,91, where it was oa~bered .o that
found that the optimal routing srrategy is a thres-

( s ot wssuFPtorte s in part uy a ar.Ant tramo f m ;TE L
iesearl:i LAbor&Lotle in. then the nottira icraregy iso se -:uce . at full
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capacity if and only if Q exceeds & threshold K. where P(k) 4 Prob(Q Mk. Note that only route I
(where 0O. 1 z k, < . K ) This means that r" (server I! Ls used for I ( Q I whereas both routes

K < Q I K I onl9 the first I routes should be used. (servers I and 2) are used for Q > K+1. The set of

For very small Q only route I (the one with smallest equations (4) are easly solved to give

delay is used and as Q increases the next best alter- k

nate routes are added. ort is presently being P(k) fo C < k < K

carried out to prove the optimality of this type of ykk-K K .:

strategy for the stochastic problem considered here. Y2 Y1  P(O) fcr K+I < k

On a heuristic basis one would expect a threshold

strategy to be optimal since the first term of (1) here y 1 A/ 1 and Y2 0 X + Suig (5)

small when all routes are used and the second term is over all k and equating to I gives for y1  I.

minioized when only route I is used. For very small
values of Q it should be best to use only route I but I (I-¥I)
when Q reaches a level at which the increased cost of P(O) k - K (6)

using the next best route 2 is oftset by the amount l.Y1K y 1-a 1Y1
that Q can be reduced, then route 2 should also be -

used. The same rationale for larger values of Q 1"¥1 1"Y2
leads to the threshold strategy outlined above. This
is the type of routing policy which is considered in where a 0 (Y1-¥2)/(1-¥2).
the following discussion.

Substitute A ' H P. into (1) where i the Since route 1 is used whenever Q > 0
service rate for 1outo i di. X H C. where C. is the,
capacity of the first link in route

1 
i) and P. is the yayl

probability that route i is used. We seek to mini. P, a 1 - P(O) z K for y1 0 1 (7)

mize the cost I-Oy 1

L
J a AT m I(Q) + I Si 1A PL (3) Equations (6) and (7) and those to follow are

iml I valid for YI 
> 

1 as well as ( I 1 provided ¥2 
< 

1.

by choosing the threshold levels K < X < ... < Analogous equations for y, a 1 can be easily ob-

R 0 because whenever
1  ' talmed for the entire development presented here.

Note that K a 0 beas hnvr 5>0sCm ser:vice Route 2 is used only for Q > K, so for y1 P 1
must be provided so route 1 (defined as the route I
with the smallest delay) should be used. The rels- K 01-0)¥1K

tion between the cost and threshold levels is com- P I - I P(k) K
plicated tn the general case of L alternate routes so 2 k__ layK
we vill proceed with the case of L a 2 to demonscrate I

the approach.

Two Alternate Routes Using E(Q) a I kP(k) with (5) and (6) gives for
knO

We first will consider a simplified situation Y1 ! 1,

* ~~(admittedly unrealistic) where swapping(S) is allowed r~ /i-r
between the two servers. Thai is, if server 2 is E(l • * 1- 1 -

busy when server I completes a service which results -[2- 2 2- Kay K

in Q < I then the customer being served by server 2 I' 1 2 (1-Y layI
has the service completed by server 1. This results (9)

in the one dimensional state transition diagram show Let R denote the routing cost associated with
in Fig. 2. When swapping is not permitted (NS) then

soy service begun by a server must be completed by (3). Then (7) and (8) give for y1F1

the same server. The threshold strategy leads then P K 1 K
to the state transition diagram of Fig. 3 where the R -I 1 1 2 2(1 1

states labled (ka) denote that k customers are in the ¥I 1 S2 P*2 P2
system but only server I is being used to provided 1  (10)
service.

hI We observe that as K - v, E{M) in (9) in-

creases monotonically and R in (10) decreases
0 monotonically so there is some value K* for which J

£ E(Q) + R has a minimum. This value could be
.4 04 P1 Ow*2 01*2 found by a direct search or its approximate value .

can be determined by finding expressions for the

Fig.2 State transition diagram for S model changes AEIQ} and 4R as functions of 9. The
optimum value K* will be an integer near the value

using threshold K. K at which AE A 4 R 0 0. In this case we find.

For Fig. 2 we find that the S model is charac- A
terized by ) y1  - K = (SAS1)(PA) +

I-Y (Y 1 2' S- 1 1 -A 1j+
AP(k-l) 2 p1 P(k) for I ( k<K - 1 " HIJ2 A (11)

(4) When y < I then neglecting the second term on

AP(k-l) = (Ij1+j2) P(k) for K+I < k the left of (11) gives a stArting point for a one

*~ 2I



dimensional search lot K. When y > I since the k
terms on the right are all aegat e we find that bkIul "1 b k * Y 3 b, for I ' k (K (17)

A W
In [S-S )(A-1j) + + l"'2 where b1 X and Y3 0 /W Or for easier cal-X- llt,-K u ll~o define 3 1

1 1+j- A (12)
In Y1 k

d1 *1 bj and iterate

so the right side of (12) can be used to start a
one dimensional search for K. 4 ad *b (15)

d b

10 2 0 K b hr I, 1 b k + 3 dk for <k 9

starting with do 9 0, b, a 1. Also since P(k) z p(k)
0 p (k) (Note P(k) a p(k) for k > 141) eq. (13b)• • , wid (16) give~s-

h I 11 P~k) • P(kP(k-l) - Y3 bkp(l) for2k(K (19)

Fig. 3 State transition diagram for N S where from (13a)

model with threshold K. P(I) a Y I r(o) + (1-1 3) p(1) (20)

for the NS model where swapping is not allowed The solution of (19) caa be vritten as
we find from Fig. 3 that
(a) X PMO a PI Ps(1)* +P 2 V()Mk lkl~()-¥ kI (k-1)J

JP aT Pl) Y 1 Y bj+ll pM1

(b) A(p(k-l)+pa(k-1)] a •j (p(k)a(k)J * 2 p(k) l

for 2_C k < K (13) for k 2, ..., K. (21)

k so by defining

(C) Ap(k) + P2 !lip(J) a p, p(k~l) for I < k < K hs
Jul I(k-1-J)hs jk I 1(k lT, b J I  for I < k < r

(d) A p ak) (1 s2 ) p(k+l) for Kil < k ful

12 (22)

Ce) X IpK) + pn()] - (P lP 2) p(1+l) we can iterate

where aI al , 1lk + b,+l for I C k C K-l (23)

PMk w Prob IQ a k and server 2 is busy)-a e starting with a 0. Thus we see that (20) and

Pa(k) a Prob IQ a k and server 2 is not busy) (21) becoame

1q. (13d) can be solved to give (k) )(l- 3 ) p(P)3 k p(1)
~ (k-I-I) for I < k . (24)
pkk) •¥p(K+I) for k > KI (14)

Thus all the P(k) can be expressed in terms of

where p(Kl) is obtained from (13e) once p(I) and p(l) and P(O). But p(1) itself can be expressed in
p (K) are known. Equations (13a-c) give 2X equations terms of P(0) because (13e) and (16) gives
?or the remaining (2+I) unknown P(O), p(l),
PM1 ) Pa(l) .... p a 0 "  Y2 P() z p(Kl) z b Kl p(l) (25)

The additional condition needed to solve is as so using P(K) from (24) in (25) gives
usual K

ZP(k) a 1 (15) pMi) X- P(0) -P(0)

knO (b K+l/12) + Y3 aK "Y1  (1"Y3) (26)

An analytical solution of these equations leads to Thus all t Pk are expressible in terms of P(O).

complicated expressions. However a computational When these are inserted into (15) we find that for

solution is easily obtained. since (13c) can be Y1 l I
solved iteratively to give pt2) ... p(K+I) in terms I

of p(l). That is it we dezine the coefficients b k by P(0) 1 1, K i (K' ) K- 1 bK1
• ~~~- 4 A (1-1"3)-¥j l -- -

p(k) 4 bk p(l) for I ( k < 1+1 (16) , - kzl Y2(iy2 )J

then using this in (13c) gives (27)



1.,

where P is defined by (26). so all other probabili-
ties are determined. Here

30
P1 " I - P(O) - pO1) z 1 - (+p) P(O) (28) 33

32,

P2 I - P(O) - P - P(k) + I p(k)3kul ksO kul

and as before

E(Q) - k 1,(k) (29)
kaO I 510 1t £

pit 46 Toto Cas ter EMNOW
t 8 S1 I1 PI 

+ 52 P2 P2

can tben be calculated. As X decreases we expect that K* will increase
since server 1 can more easily serve the demand by

Example Iitself and at some point X* will be infinite (i.e.
it i best to use only route 1). As A increases

,A example with W a 30 i a 10,. ,a 25 and S a server I requires ore help in balding ',QI down so
S2 vaanalyzed. e results are show, in Fg. & decreases. Is tact for p A ' gaV * P2 server 2

fr both the S and US models. In this example E(QI must be used some of the time to keep EIQ} finite.
increases monotonically with threshold K for both Fig. 5 shows the total lelay T = J/A for the NS
models. For most values of K the MS model gives server of Example I with A z 15, 25 and 35. For A
slightly lover values because the second server 15, T decreases monotonically with K giving K

"
. z -

operates more of the time than for the S model. The and T min v 16/15 a 1.067. For h a 35 we see that
apparent inconsistency for K=l is readily explained Tm as K-. since A > p,. A minimm occurs at K* z 4 :d
by the fact that in the MS model it is possible for giving T min a 50.2/35 u 1.434. The A a 25 curve is
the faster server (in this case server 1) to be idle the MS curve of Fig. 4b divided by 25.
while the slower server is busy. For low values of
threshold this happens more often with the result T
that E[Q) is raised. Example 2 will present a more 5
striking illustration of this effect in which EIQI 6
vill not be monotonic but will actually display a

minimum. As L * both models approach the H/H/IM/
case since the second server is not used, so liha £{Q
: A/(II-A) a 5. The routing costs R decrease monoto- 1.,

nically with threshold K as the more costly route 2
is used less frequently. As expected MS has larger
values for R than S does because US cannot switch a 1.4.
customer being served by server 2 to server I When Q j
falls below the threshold value. As X-,P1 * 11 P2
0 so A - 25 for both models. The total cost J is 13.
shown ir. Fig. &b. MS gives Jmin = 29.197 at K* = 9
and S gives Join a 29.14 at K* a 7 but the minima
are fairly broad. In this example using the simpler 25

S model to find the minimum would give performance
imperceptably different than using the more reslistic
31S model.

-" 00 is 2S0 25
i ~~~3 P%. ' 5. l TotI Wa~y of Lemle I for Oflfere" L

-31 Is Example . the route with smaller routing

.30 delay g also bad the faster server (P1 
> 

p,) so the

delay IJn service using server I and the 'delay to
reach the destination both tavor route I. It is

28 evident that situations can arise where those two
2 "25 effects opppose each other so that if w /V, is largex z:vkthnee ifSiat S; route I can'still be the

C * preferred route aine tie large delay in using
* server 2 outweighs the sherte: delay is reaching the

2s detinatioe along route 2.
23 alis le I ,i

C M~ere I, I U 31, 152 * S. S3  • .*S n
0 1 10 s-c P,,,a5  1.1. S 2 a I 2ad X s
Ar~ 

l 
0OW-4 8-d 00.1,04 C061la to, E sampll 20. Fig. 61s sbews rio] and At for the PS and S
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sodels. It can be stee that for the NS model EICI S. values Thus foi example if t as the propaga-

has a minimum as explitned above. This nccurs t K L ion JeLJy from a node a3c.ng coat, to neighbor .g

4 and lives mmn E Q = 1.2-J,. The routing costs R node j then S. = L P r. will be "bed in the ioc4i

increase mouiotuoicdiy with 9 here because $1 > S2 .  rouLeieg Strategy. i Wits each upJdte a 1ode would

Fig. 6b shows that the SS model bas a Minimum z recalculate the thresnold values on which its real
time routing decision . .sed using the litest

2 of J min 23.114 waile the S model has a fm value o S WI and k. These informat:3n updates
of J mu •22.933 at K* U .would be mdo IL a rate auch slower Lhan requLrti

for the local routing decisions.
L S N SZ4 

Conclusion

/" pis ZiThis paper suggests an alternate route strategy
whiich simply compares the number of customers Q 4L I
node against an optimal threshold value K*. wben

.0' the threshold is exeded tten .tese cratfic is
13 .o- 3 diverted along an alternate route. The coal ime

strategy is dynamic because it adapts its routing to
the size of Q. It is also edaptive in the seese

" - 21a that K* can be recemputed readily when operating
parameters such as In. A or S. change. Thus Lt

/ seeme ideally suited for use s a decentralized
routing procedure for large networks where a low

/4 re exchange of information between aeilhhnriag
j$ nodes can be used to update tbe opcrati ng hres-

holds.
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the average delay in iorvi~e ad the second is rnte

addtioal verge ela ecouterd aongtheroue. 7. P.E. Sarachik and U. Gzginer, "On Decentralizedadditional average delay enccuntered along the ro'ite. Routing in Traffic P etworka. t' [EEE Trans tur.

Thus the most preferred route labled 1 is the one Cout to appear IETa).

with smallest S, * I/wi. and all alternate routes can Control, (to appear ;982).

the be ordered 'by this quantity. 8 P.. Sarachik. "Decetraized Dnamic CleAring
For the values of Exampte 2 we find S1 + ll of Congested IuLtti-Cestinaton Networks'"

1.13 and S2 # i/J 2 2 1.2. Proc. of 19th Allerton Conference. pp. 797-803;

Decentralized RoutLnR Oct. 1981.

The local routing strat gy just discussed is
well suited for use ta a decentralized routing scheme ,
for larger networks. SLnce each node it is minaisizing
the average time T that it takes an euterinq zusto-
nr to reach the dAstinatmon. if this information is
exchanged pe:iodtcaliy betwee, neiglhboring nodes Lt
lives each node the informati.o needed to update its
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OPTIMAL CONTROL OF M/M/2 QUEUES

Basil S. Maglaris

Polytechnic Institute of New York

December, 1982

Abstract

The optimization of two-server Markovian queues with unequal

rates of service is analyzed via the theory of Markov decision pro-

cesses using an average expected cost criterion. It is shown that the

optimal policy, that minimizes the steady-state average time delay

experienced by customers in the system, is a deterministic threshold.

* Under this policy, the slower server is used whenever the number of AD

waiting customers exceeds the threshold value.

* O0

* .e
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1. INTRODUCTION

Stochastic optimization of queueing systems has been extensively

studied due to its direct applicability in diverse engineering and

economic disciplines. Early works on single server systems dealt with

optimal control of the service rate in Markovian queues as in

[CRABILL - 72], [ZACKS - 701 and [BLACKBURN - 72]. Optimality

criteria involved service costs/rewards, service rate switching penal-

ties, customer delays and start-up/shut-down costs. In [NAOR - 69]

the queue size was controlled by imposing tolls to arriving customers

and in (KNUDSEN - 72], this was generalized to multiple server

systems. In several queueing control problems the optimal strategies

depend on thresholds on the queue size. For excellent reviews on

the methodology involved, see [PRABHU - 73] and [STIDHAM - 82],

where specific hints are presented on how to apply the general semi-

Markov decision theory, [HOWARD - 71], [ROSS - 69] to queueing

processes.

A wealth of applications requiring optimal control of queues

emerged within the context of store-and-forward data communication

networks. Switching nodes in the network can be modeled as queueing

systems with various streams of incoming data and several output

options. It was found that adaptive routing at the node level signifi-

cantly improves the delay performance of data messages as reported

in [BOORSTYN - 81], [YUM - 81]. In [FOSCHINI - 78] a diffusion

approximation was used to analyze node models where newly arriving

messages had the option to join queues dedicated to alternate routes.

In [EPHREMEDES - 80], techniques from the optimal control of queues

were employed to derive optimal strategies for the above node model.

In [SARACHIK - 82], the adaptive routing problem was formulated as



an M/M/2 queue with different service rates, and based on previous

results, [3ARACHIK - 81] pertaining to deterministic input models, a

threshold policy was anticipated to minimize delay. Note that an

M/M/2 queue exhibits lower delay than two dedicated queues since

arriving messages in the latter case decide on a route by estimating C

priori which server will become available first. In figure 1 we illus-

trate an M/M/2 queue with two unequal service rates, pa > Pb" If

the two rates are not substantially asymetric, immediate use of any

available server on a FCFS basis appears to be an efficient way to

empty the system. At the other extreme, however, with server a

many times faster than b, it is reasonable to defer use of b unless

the number of messages in queue is large enough to feed the fast

server for the duration of service in b. Obviously, the "customer"

in b receives unfair service but the average system pe, formance im-

proves. This is an illustration of the discrepancy bet~veen "indivi-

dual" and "social" optimization as reported in [KNUDSEN - 72]. In

what follows, we formulate the M/M/2 optimization as a Markov decision

process and prove that the optimal policy under certain conditions is

of the threshold type.

2. MARKOV DECISION PROCESS FORMULATION

The optimization problem involves the minimization of the average

number of customers (messages) in the system, including thoe in

service. This is, by Little's formula, equivalent to m'nimi:-inq the

average message delay.

The state must indicate the number of customers in the system .

and denote whether each of the servers 3 and b is ;u: ;er'!c:ng a

customer. Let the state be
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0 : Empty system

ia, i > 1 i customers in the system and only server a busy

ib, i > 1 i customers in the sytem and only server b busy

i, i > 2 • i customers in the system and both a and b busy.

Actions may be taken whenever an arrival finds one or both

servers empty and a choice must be made whether or not to serve or

which server to use, and whenever a departure creates the opportu-

nity for a waiting customer to proceed to a server. In order to "dis-

cretize" the continuous time process defined on the state space above,

we uniformize with respect to R, the maximum total rate out of all

states. Obviously R = A + pa + Pb corresponding to a state i, with

both servers busy. For states ia, ib and 0 we now consider transi-

tions at rate R some of which represent arrivals or departurc- and

others represent "self loops" or transitions not triggerLI by external

events. As an example, from state ia, i > 2, we may ha ie the follow-

ing transitions:

Upon an arrival, with rate X ia - (i + 1)a OR

ia -* (i + 1)

Upon a departure, with rate pa ia - (i - 1)a OR

ia - (i - 1) OR

ia - (i - 1)b

Remaining transitions with rate p. ia ia ,

ia i

This uniformization technique if suggested in [STIDHAM, 8] as a

means to simplify the algebra involved with the optimality equations

.N,:,hout changing the steady state statistics of the process.
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The possible transitions out of a state depend on the actions

taken at transition points, whenever there is a choice. The action

space is finite; either serve the customer at the head of the queue

with a specific available server or not. No swapping is allowed i.e. a

message already in server a may not be switched to server

b. Furthermore, we assume that if there are customers in the system,

at least one server must be active. This assumption may be proved

but we omit the formalism to provide a clear picture of the state

transitions. In Figure 2 we depict the state diagram with all candidate

transitions. Solid lines and circles identify a set of actions leading to

a threshold policy at i = 3. Under that policy all dotted states are

transient and do not influence the steady state averages. Rates such

as , ~ denote transitions opposing to the threshold policy but valid

candidates for an optimal policy.

The optimal policy n, would minimize the average expected cost g

defined as the average number of customers j under n:

g = min E (j)}
it

If C(Xn) denotes the cost of state Xn at the nth period between the

th ._0
n and the (n + 1)st transition (with average dwell time 1/R), then

N

£ (I)- 1mil i{[ Z C(Xn )I/X O}E 71j) : lira N + 1 (Xn/i

N-- n:O 

The one period cost C(Xn) is exactly the number in system at X

C(i) = C(ia) C(ib) i

In order to use the results of the Markov Decision theory direct-

ly, we first limit the queue capacity (maximum number of customers)

*1
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to a large but finite number M. Arrivals into a full system are

blocked and cleared. The minimization criterion involves customers

already in the system and ignores the effect of blocking. This trun-

cation is a standard technique, [PRABHU - 73] to alleviate problems

induced by unbounded one period costs and to handle ergodicity

requirements for average expected cost minimization. Certainly if M

is large enough and the process stable, truncation is a good approx-

imation. Furthermore, it will be shown that the form of the optimal

policy does not depend on M and thus we may postulate that if a

stable optimal policy exists it is of the same form as in the truncated

problem.

Under the modeling assumptions stated above, all conditions for

the existence of a deterministic stationary optimal policy are satisfied,

[ROSS - 69, p. 149] and thus the policy n minimizing the average

number of customers in the system is a deterministic assignment of

actions to states.

3. FORM OF THE OPTIMAL POLICY

In order to determine the form of the optimal policy, we examine

the equivalent discounted cost problem with a discount factor a < 1.

As shown in [ROSS - 69] this problem can be transformed into an

average expected cost minimization by letting a -+ 1.

* Let V(i), V(ia), V(ib) denote the c-optimal costs starting from

states i, ia, and ib respectively. With Xn representing the state

during the nth period. We have

V(X O) = minnn C(X )/XoI
n a 0 C(a)n 0

X(Xn &[i ,ia,ib}, C(i) =C(ia) =C(ib) =
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The recursive optimnality equations for the V's are given below:

(X+pa*+pb) V(0)=u [X-min[V(la), V(lb)) + (pa+Pb)V(O)] (1)

(X+pa+Pb ) V(la)=1+o[Xmin[V(2a),V(2)} + p a V(O)+IPbV(l1a)]1 (2)

(X+pa+Pb)V(lb)=1+a [k min [V(2b),V(2)1 + Pb V(O)+Pa V(lb)]1 (3)

(Ak+p + )V(2a)=2+o[X-minfV(3a),V(3)}+ pmin[V(la),V(lbfl +

Pb mn V(2 a),V( 2)fl (4)

0(X+I*a +Pb)V(2b)=2+a [X -min V(3b), V(3)I+P.b min[V(la),V(lb)} +

Pa min[V( 2 b) ,V(2)}) (5)

(X+pa+Pb )V( 2 )=2 +at[A.V(3 )+p aV(1b )+Pb V(la)] (6)0

(X~pa+Pb )V(i, a)ia[ X - in [V(i+1, a), V(i+l) I+p a min{IV(i- 1, a), V(i -1, b), V(i- 1) 1

+pbnun{V(i,a),V(i)}]. i>2 (7)

*(X+ a +Pb )V(i,b)=i+otfXmin{V(i+1,b) 'V(i+1}+Pb min{V(i-1,L),V(i-ita),V(i-1)1

(XPaI~bV()=+ [ *~ +p minfV(i-1) ,V(i-1,b , a)2 (9

If M is the maximum (blocking) state

+pmn{V(M, a), V(M) 1 (10)

(X+Pa+Pb)V(MI b)=M+ot[X*V(M,b )+PbITinV(M1b),V(M1Ia),V(M-I))

(X+PJ iPb) V(M) =M+ukV (M) +p min tV(M 1), V(,M- 1,a) +

+pmnVM1,(-~) (12)

* Let R denote the unformization rate:0

R =A4p+pb



7

LEMMA 1

The functions V(i), V(ia), V(ib) are increasing in i and

V(la)> V(O), V(lb)>V(O), V(2)>V(la), V(2)>V(lb)

Proof

We will use induction on the recursive equations (1)-(9). First

assume that we start with a set of V's satisfying the Lemma. A

logical choice is to set the cost at step 0 equal to the one period

costs: -*

Vo(i) = V0 (ia) = V0 (ib) = i

Suppose now that the lemma holds after n subsequent applications of

the recursive equations to V 0

V n(i), V n(ia), V n(ib) are increasing on i

To complete the proof we must show that the lemma will hold at the

(n.l)st step. We will demonstrate this step for Vn+1(i), i>2. From

(9) we have:

RVn+ (i+l)=i+l+a f[XVn (i+2 )+P bminfV n (i), Vn (i, a)+

+a min {Vn(i) ,Vn(i, b)}] ,

RV n+ (i)=i+a [XV n ( l) bmin {V ~ -i ,V i a)+

+P amin( 0V~-l)' ,V(i-i ,b) }

Now, i+l>i, Vn (i+2)>Vn(il) (by assumption), mi {Vn(i),Vn (ia)} >

min{Vn(i-l),V (i-l,a)} and min[Vn(i)Vn(i ,b)}>min{Vn (i-l)V (i-l,b)}

since the minimum of two increasing functions is increasing. Thus

SRV n+(i+1) > RV n+(i). Using the same reasoning it can be easily

seen that all costs V n+(i), Vn+ (ia), V n+(ib) are increasing on i up

to its maximum M and that V n+I (2) > Vn+1 (la) > Vn+I (0),V n+I (2) >

Vn+l (1b) > Vn+1(0).

6 .0
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LEMMA 2

If Pa>Pb' V(la)<V(Ib), and V(i)<V(ib), i>2

Proof

We use the same inductive argument as in the proof of Lemma 1.

Assuming that the inequalities hold at step 0 and step n, we have at

the (n+l)st step

RVn+i (la) = 1 + a[x.min{Vn(2a),Vn( 2 )} + paVn(O) + PbVn(la)}

RVn+1 (1b) = 1 + [XVn( 2 ) + PbVn(O) + PaVn(lb)} 

In order to show that Vn+l(la)<Vn+i(lb), since Vn(2) > min {Vn(2a),

Vn (2)}, it suffices to show that

PaVn (0) + PbVn(la) < PbVn(O) + PaVn(lb) or a
PaVn (Ib) " PbVn(la) > (Pa - Pb)Vn(O)

Since V (Ib) > V (la) (by inductive assumption), pa>Pb and
nna

Vn(la)>Vn(0) (Lemma 1), it follows that

paVn(1b) - PbVn(la)>(Pa - Pb)Vn(la)>(Pa - Pb)Vn(O)

This proves the first argument, V(la)<V(Ib), assuming Vn+i(i) <

P Vn+ (ib). From (5) and (6), applying the inequalities at step n, we

have

RV n+(2) = 2 + [XVn (3) + p aV n(Ib) s PbVn (la)]

RVn+1 (2b) = 2 + a[XVn(3) + PbVn(la) + PaVn(2)]

From Lemma 1, we have Vn( 2 ) > Vn(lb), thus Vn+l(2) < Vn+i( 2b)

From (8) and (9), we have that for i>2

RVn+ (i )=i+U[dVn (i+l)+Pbmin{V (i-l),Vn (i-l,a ) }+PaVn (i-l )

RV n+1(ib) =i+c [V (i+1 )+Pbmin Vn (i-,a),Vn (i-1)]+PaVn(i)]

and since V (i)>V (i-1) it follows that Vnl (i)<Vn (ib).n n1-+
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Note that we make use of arguments from Lemma 1 in the induc-

tive proof. This is valid since the two Lemmas are consistent and 0

may start from the same initial set of V's. Alternatively, one can

K- combine the two Lemmas into a single inductive proof.

COROLLARY 1

States ib, i>1 are transient under the optimal policy.

Proof

Observing the optimality equations, we notice that under Lemma

2, there is no path from states (i) and (ia) into any state (ib), i>.

0 • State (1b) may be reached upon departure from 2. This statement

conforms with the intuitive argument that there is no reason to use

the slow server when the fast server is idle.

LEMMA 3

If V(i-l,a)>V(i-1), i-1>1, then V(j,a)>V(j) for all j > i

Proof

Assume that in the optimal policy, there exists a state i-1, such

as V(i-l,a) > V(i-1). In this case, we will use the inductive procedure

again but now keeping the costs of states (i-1,a) and (i-1) fixed to o

their optimal values. The iterative application of the optimality equa-

tions to the remaining costs, will converge by contraction to their

optimal values. The a-priori knowledge of V(i-1,a) and V(i-1) will

reduce the number of unknowns, and if our guess is correct, it

just creates two redundant consistent equations.

At step 0 we set V0 (i-1,a)=V(i-1,a) and V (i-1)=V(i-1). The ,

remaining Vo's are set to arbitrary initial values satisfying the Lemma

-- - -
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and the monotonicity property of Lemma 1, in reference to V(i-l,a)

and V(i-1). It can be easily seen that the monotonicity property will

hold throughout the subsequent operations, by translating the proof

of Lemma 1, to incorporate the fixed values V(i-l,a) and V(i-1).

Assume that at step n the Lemma holds. Remember that no

change is allowed for the cost of states (i-2,a) and (i-1). From (7)

and (9), we have

RVn+1l(i,a)=i+a[XV n(i~l)+p a Vn(i-l)+PbVn(i)],I Vn(i-l)=V(i-l)

RVn+l (i) =i+a[Vn( n)+PbVn(i-1)+P a V n (i-1)I

and since Vn(i)>Vn(i-1), it follows that Vn l(i,a)>Vn+W(i). The same

equations apply for all j > i. At j=M, Vn(j+l) is replaced by Vn(M) a

and similar inequalities hold. This completes 'the proof of the Lemma.

THEOREM la

The a-optimal policy for the finite M/M/2 queue, defers service

from the slow server until the number of waiting customers exceeds a

o0 threshold value.

Proof

From Lemma 3, it follows that for the least K > 1 for which

V(K+I,a)>V(K+I), all states (ia), i>K, will exhibit greater costs V(ia)

than V(i). Thus new arrivals and departures will favor states (ia),

for i <K and states (i) for i>K. This threshold K will render all

states (ia), i>K, transient along with states (ib), i>1 (Corollary 1

The threshold value, depends on the parameters ,,a,p b  It mdy b

that for pa> >b , the threshold K approaches the limit of the queue

size in which case, we never use the slow server b. Equivalently it

a/Pb is close to unity, the threshold moves to 1 which is exactly an

M/M/2 queue with arrivals on empty state routed to server i.



THEOREM lb

The optimal average expected cost policy for the finite M/M/2

queue is a deterministic threshold as in Theorem la.

Proof

For the finite state problem, state (0) is recurrent for all deter-

ministic policies considered in the a-optimal recursive equations (1)-

(12). Furthermore the one period cost i is bounded by its maximum

M and hence all conditions for the existence of optimal average expected

cost policies are satisfied as in [ROSS - 70], Corollary 6.20. The

structure of the optimal policy t will be the same as in the discounted

case and the optimal average expected cost, g=E n (i) is given by

g = lim (l-a)Va (0)

The truncation of tie state space was introduced to guarantee

that the one period costs are bounded, and that state 0 is recurrent

under all policies. However, since the threshold structure does not

depend on the maximum queue size M, it can be concluded that if a

stable optimal policy exists to the infinite state problem, it is of the

threshold type.

4. DISCUSSION AND NUMERICAL EXAMPLES

In the previous section we proved that the optimal policy mini-

mizing the average queue length (or average delay) is of the thresh-

old type. Obviously the criterion involves "social optimality" from the

system point of view. Individual customers (messages) would never

chose the slow server regardless of the state of the system unless

their service time on the slow server is less than the sum of their
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service time in the fast server and the waiting time before being

* served by the fast server. The optimum threshold value depends on

the parameters of the system, namely the ratio of the service rates

and the total system utilization. In order to illustrate this dependence

we solved the equilibrium equations in an infinite size system for

various thresholds, service rate ratios and traffic intensities. In

Figure 3, we depict the average queue length at traffic intensity

* /(Ia+lJb)= 0 .5. As expected if server a is much faster than b (39 to

1), the optimal threshold becomes very large, eventually leading to a

single server queue with the slow server never used. Conversely for

relatively balanced rates (2 to 1 or equal), both servers are always

used as in an uncontrolled M/M/2 system (preference is given to a if

both a and b are idle). For rate ratios 3 to 1 and 7 to 1 there

exists clearly an optimal threshold at 2 and 4 respectively. A con-

sequence of using thresholds is that we obtain unbalanced traffic

volumes routed via a and b. In Figure 4, we illustrate the percentage

of the traffic routed via a, 100 x Xa/X. Notice, that even with bal-

anced rates 1 to 1 and K=1 (pure M/M/2 system), more traffic is

routed to a than b, due to decisions taken upon arrivals to an empty

system. As the threshold increases, certainly the A ratio ap-

proaches 100%. This observation led to the suggestion of threshold

policies in adaptive routing schemes, where the traffic served via

each outgoing link (server) is constrained to a value determined by

some global criterion. In [MAGLARIS - 831, we formulated this

problem and proved that threshold policies minimize average queueing

delays with constrained output flows.

*!
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Finally, in Figure 5, we demonstrate the effect of the traffic

intensity on the optimum threshold value. As intuitively expected,

queues clse to saturation do not have the luxury of threshold poli-

cies and must operate both servers at full capacity. Lightly utilized

queues do, however, exhibit improved performance under threshold

values which increase as the utilization drops. Depending on the

pa: b ratio, a system utilized at low levels would involve thresholds

approaching a positive integer close to pa/Pb - 1. As an example,

for pa:b = 7, and very low traffic intensity, the optimal policy uses

the slow server only if 7 messages have been accumulated, i.e. the

threshold value is 6.
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A SHORTEST PATH ALGORITHM FOR THE SOLUTION

OF THE SIMPLE KNAPSACK PROBLEM AND EXTENSIONS

Aaron Kershenbaum*

Department of Electrical Engineering and Computer Science

Polytechnic Institute of New York

.SO Brooklyn, NY 11201

ABSTRACT

* 9' We consider several versions of the Knapsack Problem and show

that they can be solved using a shortest path algorithm requiring both

storage and running time which are polynomial functions only of the

number of types of object and the size (weight) of a single object.

This is a significant improvement over previous algorithms for the

solution of the Knapsack Problem using shortest paths, which typically

* require storage and runtime which are functions of the total knapsack

size.

I. INTRODUCTION

The Knapsack Problem, which is interesting in its own right, has

[3]also received much attention recently as a means of solving integer

programming problems via a relaxation technique using group theory.

Formally, the Knapsack Problem can be stated as:

M
Maximize z =I pix i

j=1 1ix

*This work was partially supported by NSF under Grant ENG 7908120

and by U.S. Army CECOM under Contract DAAK-80-80-K-0579.
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M
subject to = 7 wix. = Wi=1 1 1

xi > 0 for i =1,2 .... M
x. integer

1

Thus, we are given M types of object with weight wi and profitability

I.

pi per object of type i* We are required to maximize the total profit

subject to a constraint that the sum of the weights of the objects

selected equals W. In the simple (unbounded) version of the problem

there is no restriction on the number of objects of each type which

may be included in the solution.

Sometimes an inequality constraint is used in place of the equal-

ity constraint, i.e., one seeks objects whose aggregate weight does

not exceed W. Such a problem can be transformed into a problem

with an inequality constraint by including an additional object with

unit weight and zero profitability. Here we will concentrate primarily

on problems with equality constraints. 04

We assume that W and the w. are non-negative integers (or, >.1
more generally, that they are commensurate) and that the pi are

non-negative.

Previous approaches to the solution of this problem include those

reported by Horowitz and Sahni [ 1 ] using dynamic programming and

implicit enumeration. These approaches have been found to be effec-

tive for a wide range of problems but have exhibited excessive run-

times for problems with a large number of nearly equally valuable (in

terms of cost per unit weight) objects. Also, their worst case run- IL.

ning times are exponential in the number of object types. Denardo
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and Fox [ 2 ] have developed an approach which overcomes these ob-

jections by solving the problem as a shortest path problem in a net-

work with W nodes and W x M arcs. Thus, their approach requires

storage proportional to W and runtime proportional to W x M. If W

and M are sufficiently small, their approach is extremely attractive.

If W is large, however, the storage, and to a lesser extent the run-

time, become prohibitive.

Denardo and Fox present their algorithm in the context of using

a Knapsack Problem as an integer programming relaxation. In such

cases, W is generally of the same order as the w. We extend their

approach to the case where W is very large but the individual w. are
i

not, and exploit the underlying cyclic group structure of the problem

to develop an algorithm with both runtime and storage requirements a

function, only of the weight of a single object and the number of

object types. Garfinkle and Nemhauser[4] point out the relationship

to the group structure but do not discuss application of the structure

to develop an algorithm as efficient as the one presented here.

II. BASIC PROCEDURE

For the sake of clarity, we begin by describing the basic proce-

dure and justifying it. In later sections, extensions and refinements

of this procedure are considered.

We begin by defining a network K = (N,A,L) corresponding to

the Knapsack Problem (KP). The node set, N, contains W + 1 nodes

numbered 0 through W corresponding to the aggregate weight of the

objects selected thus far. At each node, i, there are outgoing arcs
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corresponding to feasible objects which may be selected to augment a

partial solution with weight i. Thus, at node i there will be arcs

(i, i + w K ) for all K such that i + wk < W. The length of an arc

corresponding to an object of type K is Pk" We thus have:

N [0,1,... W}

A = {(i, i + Wk)! i = 0,1,...W, for all k such that i +w k < W)

L + lij ! (i,j)LA, where Iij = Pk for arcs corresponding to tyr

k objects)

The network thus contains approximately MW arcs. We will assume

that wk 1 Wk2 for k, 0 k2 as if two types of objects have the same

weight the one with the smaller profit can be ignored. We also assume

w > 0 and Pk > 0 for all k. We will refer to arcs corresponding to

a type k object simply as type k arcs. Figure 1 illustrates part of a

network corresponding to a KP with 4 types of object, described in

the table accompanying Figure 1. For the sake of clarity, only nodes

0 through 7 and arcs from nodes 0 and 1 are shown in Figure 1.

Paths from node 0 to node W in such networks correspond to

solutions of the associated KP. The length of a path, defined as the

sum of the lengths of the arcs in the path, is the total profit of the

solution. Thus, the longest path corresponds to the optimal solu-

tions. Note that, by the assumption that wk > 0 for all k, the net-

work is acyclic and so the problem of finding the longest path from 0

to W is solvable using Bellman's shortest path algorithm suitably modi-

fied to find longest paths. Defining di to be the length of the cur-

rent estimate of the longest path from node 0 to node i, this amounts

simply to:
that w Wk for K 1 K2 as
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Algorithm 1

Step 0: do -0
Li di i 1, , ..W

Step i: For i 1 to W

For all j such that (i,j)&A

{d. = max (d. d. + I.)

One can also keep track of the solution itself by setting a. i when-

ever the value of d. is updated. At the end of the algorithm one can

trace the path back from node W to node 0 using the a. We refer to

d. as the label on node j and to a as the predecessor of node j.

Step 1 is known as a scan of each node, i.

Algorithm 1 is the simplest possible shortest path algorithm.

The nodes are scanned in numerical order and each node is scanned

only once. The algorithm has a running time on the order of MW

operations and a storage requirement on the order of W. If W is

very large, the approach becomes unattractive. The approach des-

cribed below avoids this problem by solving the problem using a

network which is, in general, much smaller. The key to reducing the

size of the network is embodied in the following lemmas. Define

* p
. = max (wk) and w* = w. such thatw_; = max k. Thus h is the

k ] kwk
weight of the "heaviest" type of object and w* is the weight of the

"best" type of object.

The proofs of some of the lemmas rely upon elementary proper-

ties of cyclic groups. The interested reader is referred to [6] for

more details.
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Lemma 1: An optimal KP solution exists containing no set of

objects whose aggregate weight is a multiple of w*.

Proof: Given an optimal KP solution containing a set of objects

of aggregate weight nw*, we can replace these objects by n "best"

objects without altering the total weight. The net change is profit,

Ap is defined by:

Ap = np* = . pj

w (iP* p.)

By the definition of p*, each term of the sum is non-negative

and hence Ap > 0. We can thus replace the set without destroying

optimality and the lemma is proven.

The terms in the above sum can be interpreted as the amount of

profit "wasted" by using a type j object instead of a best object. We ±0

can in fact redefine the arc lengths in the network corresponding to

a given KP to be precisely these quantities. The optimal KP solution

then corresponds to the shortest path from 0 to W. This can be seen -

to be true by observing that the above transformation of the arc

lengths affects the lengths of all paths from 0 to W in precisely the

same way. If the length of a 0 to W path in the original network was
W

p the length of the same path in the new network is p* ,

Thus the relative length of all 0 to W paths are reversed. Alterna-

tively, one can observe that the optimal path is the one which wastes .0

the least profit. In the sequel, we use this form of the length func-

tion as it will allow us to improve the efficiency of the algorithm. We

refer to the network using this length function as K1 .
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In Figure 1, the new lengths of arcs of types 1 through 4 are

1,2,0, and 2, respectively. Note that type 3 arcs are best and that e

bes t arcs have 0 length. All arcs have non-negative length. If the

best type of arc is not unique (e.g. if w2 = 9 in the above example),

it is possible for the length of more than one type of arc to be 0. -o

To avoid confusion, we assume that the best type of object is unique.

The extension of the algorithms to this case is straight forward.

Lemma 2: An optimal solution exists containing no more than

w* - 1 non-best objects.

Proof: Any set of w* or more objects must contain a subset of

weight nw* for some n > 0. To see this, consider a set of w* ob-

jects, i,,i2,...iw.. From the sums

i
S. = ( I Wi ) modulo W*

k=1 k

i
If S = 0 then I W - nw*.

k=1 k=

If Sj = S2 for k > j then I W. nw*.
k=j k

But there are w* Si's and only w* - 1 nonzero values of modulo

w*. Hence, either Sj = 0 or S. S2 for some k and the set contains

a subset of weight nw*. From the proof of Lemma 1 we see that we

can replace any such subset by n best elements without decreasing

the profit. Thus, we need only consider sets containing w* - 1 or

fewer non-best elements together with zero or more best elements.

An optimal solution can always be obtained in this way.

But since all elements have weight no greater than h, the ag-

gregate weight of the non-best elements in any such optimal solution
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will not exceed h*(w* - 1). If W > wv*, we need not consider W

explicitly as a constraint. We need simply apply the above algorithm

to get d. for j < 4w*, and then complete the solution by adding the

appropriate number of best objects.

0 Indeed, we are only interested in the weight modulo w* of a

partial solution since any two solutions whose weights differ by a

multiple of w* differ only by one or more best objects. We thus

have:

Lemma 3: If W > hw*, the optimal KP solution can be found by

adding zero or more best objects to the set of objects defining the

shortest path in the network formed by merging all nodes with the

same weight modulo w* as described above.

Proof: Consider the original network before the nodes were

merged. Consider the 0 to W path corresponding to an optimal solu- .*

tion. By Lemma 1, we may assume this path contains no set of arcs

(correspond to objects) of weight nw* except for best arcs. Since

the network contains paths corresponding to picking these objects in

all possible orders, we may assume that the path under consideration

has all the best arcs at the end. Consider only the initial subpath

corresponding to the non-best arcs. :0

Now, consider what the transformation does to this initial sub-

path. All the nodes in this path have different weights modulo w*.

Thus the transformation changes this optimal 0 to W path in K, to a 0 .0

to W" path in the network with merged nodes, where W' = W modulo

w*. Note that other paths, including some optimal ones, become

complex paths containing cycles because they contain subsets whose

aggregate weights are a multiple of w*. The path we are focusing on

-55-
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however remains a simple path and can thus be found using an ordi-

nary shortest path algorithm. -1

No new paths are created by the transformation. Thus, an

optimal KP solution can be obtained by appending 0 or more best arcs

to the shortest 0 to W" path in the new network, and the lemma is

proven.

It is thus possible to define a new network

K2 = (N,A,L):

N = {O,1,... w*-1}

A = {(i,j) I j = (i + wk) modulo w* for some K}

- P* " k forL {flij J(i~j)e A, I ij =wk * P o

k defining (i,j)}

This network has only w* nodes instead of W. Furth ermore, we

note that if (Wk Wk ) modulo w*, then type k, and type k2 arcs
1 2

are parallel and the arc corresponding to the object with the smaller

1i can be ignored. Thus, there is at most 1 outgoing arc from each

node to each other. The total number of arcs is thus at most

w*(w* - 1). We have thus removed dependency on both M and W and

have a procedure whose running time and storage are a polynomials

only in w*.
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ALGORIT-M DESCRIPTION

We now describe the actual procedure in more detail and analyze

its storage and runtime.

re."

-9-
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The following is th, a-ince of the procedure-

Step 0: (Initialization)

d0 = 0

d. = 0 j = .... w*-1

where d. is the current estimate of the length of the shortest patn

from 0 to j.

Step 1: Find i, the best node to scan next. This is discussed in

detail below.

Step 2: (Scan node i)

For k = 2, ... M

Let j (1 + wk) modulo w*

If d. > d. + 2. then d. = d. + 2.. and PR. = k

where kij is the length of an arc corresponding to a type k object

= wk(p*W* - p, ) as defined above) and PR records the type of
k)

the arc used to iabel node j and hence keep track of the optimai

solution.

Step 3: Return to Step 1 if any nodes remain to be scanned; other-

wise stop.

It is clear that the storage required for this procedure is linear

in w* + M. If Step 1 is sufficiently simple and each node is only

scanned once, the procedure's runtime will be dominated by Step 2

and will be proportional to Mw*. This is in fact the case, as we will

see.

A node, j, must be scanned if its label, d, is improved (re-
3,

duced) as it may then improve the labels of other nodes. If we are

to ensure that each node is scanned at most once, we must defer ,,
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scanning it until its iabel cannot be improved. When all arc lengthb

* are positive, as they are here, this objective is achieved by scanning

the nodes in ascending order of d. This is Dijkstra's well known

shortest path algorithm.

0 In the general case, Dijkstra's algorithm requires that in Step 1

we find the as yet unscanned node with the smallest label. If this

were done naively, it would require an examination of w* labels and

* the overall procedure would require (w*) 2 + Mw* operations. In this

case, however, we can implement Step I carefully and do much bet-

ter.

0 We form "buckets" of nodes to be scanned and place nodes to be

scanned together in the same bucket if they have similar labels. If

the width of the buckets is q, then we place a node with label d,

* where (k-l) < d < kq in the kth bucket. We then simply work our

way through the buckets in ascending order of bucket number scan-

ning the nodes in each bucket in arbitrary order. Thus, there is no

explicit search in Step 1. If the width of the bucket is no greater

than the length of the shortest arc in the graph, then any node

labeled by the node currently being scanned will reside in a higher

numbered bucket and hence, each node will be scanned at most once.

The only problem with this procedure, which is well known, is

that the number of buckets itself may become very large, in particu-

0 lar much larger than the number of nodes, if the longest arc is many

times greater than the shortest. In this case, a great deal of storage

and running time may be wasted in dealing with empty buckets. We
now show that in this case fewer than w* buckets are required in all

cases.
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We begin by reindexing the arcs out of each node corresponding

to the M - 1 remaining types of object in increasing order of length.

(Recall that the arc corresponding to the best type of object was re-

moved from explicit consideration.) Thus, L 1 , is the length of the

arc which corresponds to the second best type of object, etc. The

wi and pi are reindexed correspondingly. We will refer to arcs of

length Li , weight wi, and profit pi after this reindexing as arcs of

type i (or as arcs corresponding to objects of type i). For sim-

plicity, we will assume Li $ L. for i 0 j although the procedure does

not require this.

Consider the case where w* is relatively prime to wl. By the

definition above, arcs of length L, are the shortest arcs in the

graph. Since w1 and w* are relatively prime, a path containing at

most w* - 1 arcs comprised entirely of arcs of type I exists from 0 to

each other node. Thus, we know that no node need have a label

greater than LI(w* - 1). So, w* - 1 buckets of width L, suffice

since the shortest path will be no longer than the aforementioned one.

In the case where w* and w, are not relatively prime, the above

path will loop back to node 0 before reaching many of the other

4 nodes. In this case, the following preliminary computation is carried

out before setting up the buckets:

r =w*

4 For j = 1, M-1

gj = r/GCD(r,w.)

r = GCD(r,w.)

where GCD(i,j) is the greatest common divisor of the integers i and j

and can be found using Euclid's Algorithm, whose running time is

bounded by the following Lemma:
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Lemma 4: Euclid's Algorithm has a worst case running time ot

order log N when applied to find the GCD of N and M, for N > M.

Proof: For N > M, Euclid's Algorithm replaces a problem on N

and M by one one M and N - qM. The worst case for this, i.e., the

* one which converges most slowly, is when q = 1 at all stages. This

results in a Fibonacci sequence. It is well known (1] that the Kth

Fibonacci number, FK is given by:

F K=

*+

Thus, the runtime of the algorithm is of order K for N of order

FK' i.e., K is of order log N.

We observe that, corresponding to the paths comprised entirel'

ot type 1 arcs above, there is now a tree rooted at 0, spanning ail

the nodes, and containing paths with at most gj - 1 arcs of length

L . An illustration of such a tree is given in Figure 4. In this case

only nodes 0i8, and 4 can be reached using only arcs of type 1

before the path cycles back to node 0. The number of nodes so

0 reachable is g, (three in this case). The original set of w* nodes is

partitioned into g, parts which are then each partitioned into g 2

smaller parts corresponding to the nodes which are now reachable via

* arcs of type 2. The partitioning continues until all nodes are

reached. The above can be proven rigorously in the general case

using the properties of cyclic groups.

We now define buckets of variable width corresponding to the

!ongest path in the tree defined above. Thus, there are g- I
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buckets of width 11 fullowed by g 2 - 1 buckets of width 12, etc. A

total of B = { (gi - 1) buckets is required. Since the product of the

gi's is w*, B < w*.

We have shown that less than w* buckets are required. We now

show that no node is scanned more than once. To do so, we show

that the width of each bucket is no greater than the length of the

shortest arc still permitted in a path.

il 2

=5

Figure 4: A spanning tree bounding the lengths of shortest paths

Note that the paths from 0 to j correspond to ordered selections

of objects of aggregate weight j; i.e., there are distinct paths cor- 9

responding to the selection of the same objects in different orders.

We can, and should, consider only one path corresponding to each

distinct collection of objects. This is easily done by keeping track of

the last type of arc in the path (which we are doing with the variable
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PR.) and only considering arcs with the same or higher index (object
type). Thus, we will find solutions corresponding to a selection of

objects in non-decreasing order of type.

Now, consider a node in bucket i of width wj. This node was

either reached via a path in the tree considered above or via an arc

whose length is greater than that of any in that tree. In latter case,

the length of the smallest arc under consideration exceeds the width

of any bucket. In the former case, since we are considering arcs in

increasing order of length, again a node can only enter a bucket via

an arc at least as long as the width of the bucket.

Extensions

If W < w*, then it is possible for wi to be equal to w. and for

objects i and j not to dominate one another. In particular, if wi > wj
and 2. < I. neither i nor j may dominate. This is because the con-

straint on W may prohibit the use of a sufficient number of objects

with the smaller length. As an example of this, consider a problem

with W = 24 and (WiP i ) of (5,50), (6,58), (11,109), (1,0). Here,

the ei are 0,2,1, and 10, and w2 = w 3 modulo 5. Neither object 2

nor object 3 dominates the other, however. In fact, the optimal

solution is 4 type-2 objects in this case. For W = 21 or W = 22,

however, type-3 objects would be used in the optimal solution.

For W = 23, both type-2 and type-3 objects would be used. Lemma

3 can thus not be extended directly to the case whose W < w*.

Thus, it is not possible to make the final reduction to a network

with w* nodes in this case. However, when the individual wi are

small, which is the principal case of interest here, w*% will be small

as well. The above algorithm can then still be applied effectively
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the network with W nodes. Alternatively, one can view the following

procedure as working on the reduced graph with w* nodes but allow-

ing multiple labels on each node. We adopt this latter point of view

in describing the modified procedure below.

A label on a node, i, is now a couple (di c.) where d. is the

amount of wasted profit to get to node i, i = 1,2 .... w*-1, and ci is
the cycle number of this label. The ci are defined by the relation

i = j - w*c i

where j is the node in the network K, (with W nodes) which would

have received the same label. A node i in K2 can thus have several

labels corresponding to different ci , but for any two labels (dc d )

and (di', cl) on the same node i,

d." > di - ci '< ci

since as we noted above the only reason for considering a larger d.

would be to obtain a smaller ci. Similarly, for any pair of objects

with weights having the same residue modulo w* the object with the

larger weight must have the smaller length.

There are several limitations on the maximum number of objects

of any given type. In particular, mi , the maximum number objects of 1

type i, is bounded by

_ GCD(w*,ri)

where r, is the residue of wi modulo W*. The first term on the right

hand side follows from the fact that any larger number of type i

objects have weight greater than W. The second term follows by the

some reasoning is Lemma 2.
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Proceeding along the lines similar to those in [3] we create

* (log 2 Mi ) + 1 objects corresponding to 1,2,4,8,... and 2b objects of

type i, where b is largest power of 2 that is less than M. We thus

now have defined a new problem with at most M log 2 W objects. At

0most one object of each type is permitted in the solution.

Proceeding along lines similar to those in [3], we can create

(log 2 Mi ) + 1 objects corresponding to 1,2,4,8... 2 b objects of type

0 i, where b is the largest power of 2 that is less than M. We then

have a problem with at most M1 = Mlog 2 (w*) objects where at most

one object of each type need be considered. Thus, we could create M1

0 buckets and proceed with the algorithm as above.

One can refine this procedure by eliminating dominated objects

from consideration. In particular, if two objects i and j, have the

' same residue modulo w*, and wi > w. and 2i < 2 then object j may be

eliminated from further consideration. One must be careful, however,

not to allow one copy of an object to eliminate another copy of the

0 same object.

For example suppose there were initially 4 types of object with

(Wi,Pi) equal to (10,20), (3,5), (7,4) and (1,0) W = 10 and W < .w*,

respectively. If W = 37 we must consider the modified procedure.

We thus create objects with (Wi,P.) equal to (6,10), (12,20), and

(6,10) corresponding to 2,4, and 2 objects of type 2. These three

new objects together with the original object of type 2 can be used to

select anywhere from 0 to 9 copies of the type 2 object. The first

new object is identical to the third and would dominate it unless we

specifically prohibited this.
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If the Wi and Pi are drawn independently from uniform distribu-

tions, this latter refinement will reduce the average number of objects

to no more than w*Qn(M) objects and buckets as we see from Lemma

5.

Lemma 5: There will be on the average on the order of no more than:

M log 2 (W*)W* in W*

objects left undominated after dominated objects are removed in the

above procedure.

Proof: As observed above, there are approximately Mlog 2 (W*) or

fewer objects before dominance is checked. Suppose these objects

divide evenly into residue classes. There would then be Mlog2 (w*)/w*

objects in each residue class.

An object can be dominated by any other object in the same

class. If the objects are ordered in increasing order of Zi' an object

will be dominated unless its wi is less than the wi of all objects pre-

ceding it on the list since the weights are uniformly distributed, the

Kth item in the list will be undominated with probability K" Thus,

given a list of length L the expected number of undominated elements

4 remaining on the list is

L

j=1 j In(L)

The result follows directly by substituting for L. If the residue

classes do not all contain the same number of elements, the result is

still true since we observe that the quantity

. n(LI) + en(L 2 ) for L, + L 2 = 2L
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is maximized for L, =L2 L, that is, equal sized residue classes

yield the maximum number of objects.

Thus, even for W < w'Q, we have a number of buckets polynomial

in w*, not W. The running time is thus at worst of orderWw* < (w*) 2 %.

o It is possible to extend the procedure still further to take into

account restrictions on the number of permissible objects of each

type, for some or all of the objects. First, if one is given an a

priori restriction, Ui , on the number of objects of type i, one need

only set

Mi = Min (Mi Ui)

where Mi is the maximum number of objects of type is permitted and

the M. on the right hand side is computed as above. If the a priori
i

maximum permissible number of best objects is less than W/w* than a

* . fictitious best object with w* = W + 1 must be added to the problem.

This maintains the validity of the procedure but may reduce its

efficiency considerably if the original w* was much smaller than W.

-* S

CONCLUSIONS

We have presented an algorithm for the solution of the simple

(unbounded) Knapsack Problem whose running time and storage are

functions only of the size of the "best" object weight, W* in the case

where the overall weight constraint is sufficiently large. In the cases

where the overall weight constraint is smaller or where restrictions

exist on the number of objects of a given type, we present an exten-

sion of this procedure which in practice is often very efficient and

whose worst case running time is no greater than (w*) 2% where is

the weightiest obj6ct.
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ABSTRACT are commensurate) and that the pi are non-

We consider the simple (unbounded). Knap- negative.
sack Problem and show that it can be solved Previous approaches to the solution of this
using a shortest path algorithm requiring both problem include those reported by Horowitz and
storage and running time which are polynomial Sahni (1) using dynamic programming and impli-
functions only of the number of types of object cit enumeration. These approaches have been
and the size (weight) of the single largest found to be effective for a wide range of prob-
object. This is a significant improvement over foun t be eective foreaswie rne fo
previous algorithms for the solution of th lems but have exhibited excessive runtimes forprevousalgoiths fr th soutio ofthe problems with a large number of nearly equally
Knapsack Problem using shortest paths, which valuable (in terms of cost per unit weight)
typically require storage and runtime which are vbe (io ter o st perunitieifuncion ofthetota knpsak sze.objects. Also, their worst case running times
functions of the total knapsack size. are exponential in the number of object types.

* INTRODUCTION Denardo and Fox [2] have developed an ap-

The Knapsack Problem, which is interest- proach which overcomes these objections byTh Knn san rob , as ch also r eive usolving the problem as a shortest path probleming in its own right, has also received much in a network with W nodes and WxM arcs.attention recently as a means of solving integer Thus, their approach requires storage propor-
programming problems via a relaxation technique tional to W and runtime proportional to WxM. If
using group theory. Formally, the Knapsack W and M are sufficiently small, their approach is
Problem can be stated as: extremely attractive. If W is large, however,

M the storage, and to a lesser extent the runtime,
Maximize z = I plx become prohibitive.

I=1
Denardo and Fox present their algorithm in

M the context of using a Knapsack Problem as 'an
subject to 1 wix =W integer programming relaxation. In such cases,

i=1 W is generally of the same order as the w. We

for i=1,2... M extend their approach to the case where W isvery large but the individual wi are not, and

xi integer exploit the underlying cyclic group structure of
the problem to develop an algorithm with both

Thus, we are given M types of object with runtime and storage requirements a function only
weight wi and profitability pi per object of type of the weight of the largest single object and the

i. We are required to maximize the total profit number of object types.
subject to an constraint that the sum of the BASIC PROCEDURE
weights of the objects selected equals W. In
the simple (unbounded) version of the problem For the sake of clarity, we begin by des-
which we consider here. there is no restriction c r the sic ocldr e beginaly des-
on the number of objects of each type which cribing the basic procedure informally. Exten-
may be included in the solution. sions, refinements and a more formal description

are given in later sections.
* Sometimes an inequality constraint is used Given a particular Knapsack Problem (i.e.,

in place of the equality constraint considered given values for W, M and the pairs (pi,w1 ),
here; i.e., one seeks objects whose aggregate i=1 .... M) we can construct a graph, G, with
weight does not exceed W. Such a problem can nodes J=0,1 .... W and directed arcs e=(i,m)
be transformed into a problem with an inequal- node j=O,1, f s an arc in G
ity constraint by including an additional object w k
with unit weight and zero profitability. Here corresponding to each i<W and each k<M pro-
we will concentrate primarily on problems with vided m <W. Figure 1 shows such a g-aph for
equality constraints. M=3, W=7, and the (pi, wi) = (3,2), (5,3),

We assume that W and the w. are nor,- (10,5). The length of each arc (shown next to
integers (or, more ne that they the arc) is the profit obtained by selecting thenegative igenerall, type of object corresponding to the arc. Node

' This work was supported by NSF Grant numbers correspond to weight used up by the
ENG7908120.
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nblects already selected a path from node 0 to on thc maximum number of objects !s tight at
nude 1 corresponds to a si Ichion of obtects with least in some cases.
dggreqdte weight I arid the length of the path 6
(the sum of the lengths of the arcs in the path) Since w is the weight of the largest ob-
corresponds to the profit obtained. There left, Johnson's observation is proven. Thus,
exists a path corresponding to any feasible one could replace G by another graph with a
selection of objects and hence, the longest path similar structure but with only h(w-l )* nodes
from 0 to W in G corresponds to the optimal and thus improve both the memory and runtime
solution to the Knapsack Problem. This is the performance of the procedure if the riew number
essence of the shortest path technique de- of nodes is less than W.
scribed by Denardo and Fox among others.

It is possible to accomplish the same opti- Using similar reasoning, we go substantially
mization, however, using a graph containing a further. First, we redefine the lengths of the
much smaller number of nodes. Johnson 3) arcs in G above to represent the amount of
observed that it is not in general necessary to wasted profit reatve to a (not necessarily

label all nodes in order to obtain the optimim realizable) path comprised entirely of best arcs.

solution, but rather, that one may stop when Note that this redefinition of arc lengths re-

node j-w has been reached, where % max verses the previous ordering of the lengths of
different paths between nodes 0 and any other j.

(wj) and p*/w*= max (p /w ) ; i.e., Q is tjie The optima, solution is thus now the shortest
i path from 0 to W in the new G, with arc lengths

weight of the "heaviest" object and w* is the given by wk (p*/w* - Pk) for arcs which cor-
weight of the "best" object. We will explore respond to type k objects. Note that all arcs
this observation and exploit it in developing a have non-negative length and best arcs are the
new, more efficient algorithm, only ones that have zero length. For simplicity.

The key to proving the validity of the we will assume that the best arc type is unique;
above observation is that if an arbitrary solu- the case of multiple best arc types is in fact
tion contains one or more objects whose aggre- easy to handle in the procedure.
gate weight is a multiple, say q, of w*, then a
new solution no worse than the first can be We now note that every pair of nodes j and

obtained by replacing these objects by q best l+w* in G are connected by a zero length arc
objects. Such a replacement leaves the total and hence that if a path of length L from 0 to j
weight unaltered and cannot decrease the total exists then a path of length L from 0 to P*w*

profit. Thus, we need only consider partial exists too. For W sufficiently large, in parti-
solutions which do not contain any objects cular, for W>w*W, it is sufficient to consider a
whose aggregate weight is a multiple of w* new graph, H, with only w' nodes corresponding
The appropriate number of best objects can be to the original node numbers modulo w*. This
added to complete any such solution at the end gives rise to a graph of the type shown in
of the procedure. Figure 2 for the same example giver in Figure 1

except that W is now assumed to be much larger.
There can be at most w-I objects in any (This graph is in fact a Cayley color graph forTher canbe t mot w-i ojecs inany the cyclic group of order w* )

such partial solution. Io see this, consider a
partial solution containing b objects with weights

I
w(l), w(2), ... w(b). Form the sums s.=(Iw(i))0

modulo w*. The s must all be different and S

must all be integers in the range 1 to w*-l.

Otherwise, the b objects contain a subset of
aggregate weight qw* since

to

s = 0 *, w(i) = qw*

and •
k

IS = Sk * Iw(i) = qw* for j ( kSki=j~l

Note that it is in fact possible for such a
partial solution to contain w*- objects, for
instance w*-1 objects with weight w i when w i  Figure 1. A graph for Figure 2. Cyclic graph

Ssolving the for Knapsack
and w* are relatively prime (i.e., contain no sack Poblem
common factors greater than 1), so this bound Knapsack ProblemProblem
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Note that this graph contains arcs both
from higher numbered nodes to lower numbered
nodes and vice versa, unlike G which contained
only arcs from lower numbered nodes to higher
numbered nodes. Also, note that arcs appear as
zero length self loops and can thus be ignored.
Since all remaining arcs are of positive length,
all cycles are of positive length and the shortest
path problem is well defined. Thus, we have
almost reduced the problem to one of finding a
shortest path in a graph with w• nodes insteadof W nodes, the resultant path augmented by the
appropriate number of best arcs to form the
optimal solution.

The only loose end to tie up is what to do
in the case where W < wa%. In this case, it is
possible that the shortest path found in H above
may correspond to a path to a node greater than e
W; i.e., the mappropriate" number of best arcs
is negative. Put another way, the reduction
from G to H was based on the assumption that Figure 3. A graph for solving the Knapsack
node j is dominated by node J'w* in G since the Problem when W < w* w
lower numbered node could always extend Its
paths through the higher numbered node via a
zero length arc. This is not true, however, if The following is the essence of the procedure:
J~we > W-0 since a path to W may exist from the
lower numbered node but not from the higher Step 0: (Initialization)
numbered node. 7

We can handle this problem by adding an

additional 0 nodes to H, corresponding to the di = u l w*-1
nodes W-*tl, ... W in G and adding arcs from

* appropriate nodes 0. ... w*-1 to these new where d is the current estimate of the .
nodes corresponding to each type of object. length of the shortest path from Oto
Finally, we add arcs between lower numbered J.
nodes and higher numbered nodes correspond-
ing to each type of object, exactly as in G. Step 1: Find i, the best node to scan next.
This entire transformation, which at first ap- This is discussed in detail below.
pear complex, amounts simply to collapsing G
by removing the nodes in the range w* through Step 2: (Scan node i)
W-so since the removed nodes are not essential --1-
to finding the optimal solution. For k=2,

Figre 3 shows part of such a graph in atJ(1W)modow
case where w=5, 04, and W22. Shown are
only the arcs corresponding to an object with If dj>d + Lk then d =di + and
weight 2. Thus. even with this complication,
both the runtime and storage have been re- PR jk
duced to a polynomial in M, we, and 11; i.e.,
there is no functional dependence on W. Note where Lk is the length of an arch
that if W < w'" then we simply solve the corresponding to a type k object
problem usifig G; no reduction is necessary. (LkWk(Pe/w* - Pk ) as defined above)

In the sequel, we will limit the discussion and PR records the type of the arc
to the case where W > w*v. The case where W used to label node J and hence keep
< w*Q follows by the above transformation, track of the optimal solution.adding storage and runtime proportional to 47.
The final phase of the procedure in this case is step 3: Return to step 1 if any nodes remain
an ordinary shortest path algorithm where to be scanned; otherwise stop.
nodes w* through wo are each scanned se-
quentially. It Is clear that the storage required foir

this procedure is linear in w'.M. If Step 1 is
ALGORITHM DESCRIPTION sufficiently simple and each node is only scanned

once, the procedure's runtime will be dominated
We now describe the actual procedure in by Step 2 and will be proportional to Mw. This

more detail and analyze its storage and runtime. Is in fact the case, as we will see.
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A node. j, must be scanned if its label. length 1. are the shortest arcs in the graph.
dI i improved (leduced) as it may then im- Since wl and w' are reldtively prime, a path

prove Lhe labels of other nodes. If we are to containing at most w*-I arcs comprised entirely
ensure that edcn node is scanned at most once, of arcs of type I exists from 0 to each other
we must defer scanning it until its label cannot node. Thus, we know that no node need have a
be improved. When all arc lengths are posi- label greater th3n L,(w*-1). So, w$-I buckets
tive. as they are here, this objective is achiev-
ed by %cannig the nodes in ascending order of of width Isuffce since the shortest path will
d. This is Dijkstra's well known shortest path be no longer than the aforementioned one.
algorithm. In the case where w* and w are not rela-

In the general case, Dijkstra's algorithm tively prime, the above path will loop back to
node 0 before reachinq many of the other nodes.requires that in Step 1 we find the as yet un-requnres thaind tp1wefind the t ayet u- th In this case, the following preliminary computa-

scanned node with the smallest label. If this tion is carried out before setting up the buck-
were done naively, it would require an examina-
tion of w* labels and the overall procedure ets;

would require (w*)2 + Mw* operations. In this r-w*
case, however, we can implement Step 1 care-
fully and do much bezter. For ,1, M-1

We form "buckets" of nodes to be scanned g= r/GCD(r w
and place nodes to be scanned together in the
same bucket if they have similar labels. If the r=GCDtr w.)
width of the buckets is q, then we place a node
with label d, where (k-1) < d < kq in the kth
bucket. We then simply work our way through where GCD(i,j) is the greatest common divisor of
the Duckets in ascending order of bucket num- the integers i and j and can be found using
ber scanning the nodes in each bucket in Euclid's Algorithm.
arbitrary order. Thus, there is no explicit
search in Step 1. If the width of the bucket is We observe that, corresponding to the
no greater than the length of the shortest arc paths comprised entirely of type I arcs above,
in the graph, then any node labeled by the ths ow a tre ot a r s alote
node currently being scanned will reside in a there is now a tree rooted at 0, spanning all the
higher numbered bucket and hence, each node nodes, and containing paths with at most gj-1
wiii be scanned at most once. arcs of length L. An illustration of such a tree

The only problem with this procedure, is given in Figure 4. In this case only nodes
which is well known, is that the number of 0,8, and 4 can be reached using only arcs of

buckets itself may become very large, in par- type I before the path cycles back to node 0.

titular much larger than the number of nodes, The number of nodes so reachable is g, (three
if, the longest arc is many times greater than in this case). The original set of w* ,nodes is
the Ot;crtest. In this case, a great deal of partitioned into g, parts which are then each
storage and running time may be wasted in partitioned into g, smaller parts corresponding
deliiig with empty buckets. We now show that
ir, this case fewer than w* buckets are required to the nodes which are now reachable via arcs of
in all cases. type 2. The partitioning continues until all nodesare reached. Ihe above can be proven rigor-

we begin by reindexing the arcs out of ously in the general case using the properties of
each node corresponding to the M-1 remaining cyclic groups.
types of obiect in increasing order of length.
(hecall that the arc corresponding to the best we now define buckets of variable width
type of arc was removed from explicit consid- corresponding to the longest path in the tree
eration. ) Thus, L , is the lenth of the arc defined above. Thus, there are gl-] buckets of
whici, corresponds to the second best type of width L followed by g2- buckets of width L2 '
object, etc. The w i and pi are reindexed 12o t eetc. A total of B= 2 (g -1) buckets is required.

correspondingly. We will refer to ircs of I
length 1. weight w1, and profit p, after this Since the product of the ga's is w*, B < w*.
reindexing as arcs of. type i (or as arcs cor-
responding to objects of type i). For sL-n- We have shown that less than ws buckets
plicity, we wili assume L, 0 Lj for i~j although are required. We now show that no node is ILIthe procedure does not require this scanned more than once. To do so, we show

t that the width of edch bucket is no greater
(onsider the case where w* is relatively than the length of the shortest arc still permit-

prime to w. by the definition above, arcs of ted in a path.
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Note thdt at 1nost w*-I types of irs can thus
remdin belwi n the nudes U and %0-1 and both

' the sioriqe and running time become fun(tions
only of w*, not v or M (In the rase of in-
equality constraints, this dominance can be
pushed still farther and object i can be eliminat-•, e ed if w, - w and p, < p.)

Since the shortest path to any node is
bounded by v= (g 1 -1)L,, when scanning a node

with label b, arcs of length greater than v-b
can be eliminated from consideration. Since arcs
are scanned in ascending order of length, this is
easily implemented by terminating the scan when
the first such arc is encountered.

We are currently carrying out computational
experiments to compare the efficiency of this
procedure with others currently in use.

Figure 4: A spanning tree bounding the
lengths of shortest paths [1) Horowitz, E. and S. Sahni Fundamentalsof Computer Algorithms, ComputerS§cience

Note that the paths from 0 to j correspond Press, 1978.

to ordered selections of objects of aggregate
weiglt]7i.e., there are distinct paths cor- (2] Denardo, E.
responding to the selection of the same objects Methods: 2 Group Knapsacks, Expanded
in a different order. We can, and should, con- Networks, and Branch-and-Bound" Opera-
sider only one path corresponding to each dis- tions Research vol. 27, no. 3 May-June
tinct collection of objects. This is easily done 1979.
by keeping track of the last type of arc x in
the path (which we are doing with the variable (31 Johnson. E.L. "Integer Programming:
PR.) and only considering arcs with the same or Facets, Subadditivity, and Dualty for

i higher index (object type). Thus, we will find Group and Semi-group Problems" IBM Re-
solutions corresponding to a selection of objects search Report RC 7450, 12/78. '
in non-decreasing order of type.

Now, consider a node in bucket i of width
W. This node was either reached via a path in
thfe tree considered above or via an arc whose
length is greater than that of any in that tree.
in latter case, the length of the smallest arc
under consideration exceeds the width of any
bucket. in the former case, since we are con-
sidering arcs in increasing order of length,
again a node can only enter a bucket via an arc
at least as long as the width of the bucket.

CONCLUSIONS AND REFINEMENTS

The basic procedure as stated is seen to
have a storage requirement proportional to
w*+,k+M in the worst case and runtime propor-
tional to (w*+w)M in the worst case. This is a
significant improvement over procedures of this
type currently in use. Several refinements can
be made to the basic procedure, however, to
improve its performance still further in specific
cases.

If wiw j and pi<p1 , object i can be eliminat-
ed from consideration. In fact, if wi and w. are
congruent to each other modulo w* and pl<pj,
object i can be eliminated from consideration In -0
paths between nodes i and i in the range 0 to
w'-1 (but not other nodes in the case W<wQ.)
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Generalized Augmenting Paths for the Solution of Combinatorial
Optimization Problems

Aaron Kershenbaum
Polytechnic Institute of New York

Abstract

Alternating chain procedures can be thought of as generalizations of the greedy

algorithm in that instead of accepting the best remaining element, they seek to
obtain a better augmentation by examining a wider range of alternatives. It is
possible to generalize the notion of an augmenting sequence to include augmentations
which are in effect trees as opposed to simply paths such that these augmentations

* are sufficient to guarantee optimality. Unfortunately, in the worst case, these
trees are of exponential size. We examine the application of suLh generalized
augmenting sequences to the solution of NP-complete problems and examine their
effectiveness and efficiency.

Introduction 0

The theory of NP-completeness, which was first expounded by Cook [1], has led
to a search for a unified treatment of combinatorial optimization problems. Cook
was able to characterize a very large class of interesting and important problems
as being equivalent in the sense that an efficient algorithm capable of finding an

• optimal solution to any one of these problems can be used to obtain optimal solu- 9
tions to all of the others. Many papers by many authors and an excellent com-
pendium (2] of problems in this class (as well as techniques for proving that a
problem is in this class) have been published since Cook's seminal paper. Prob-
lems in this class are called NP-complete prob;ems (or, more properly, NP-hard when
they are optimization problems as opposed to decision problems).

Cook's results can be interpreted in several ways. One of these is to say that
many clever people have spent many years trying and failing to find efficient
algorithms for individual problems in this class. Surely one of them would have
succeeded if, in fact, such algorithms existed. Hence, it is unlikely that such an
algorithm will be found and it is tempting to stop looking for one. This leads to
the development of heuristics for the solution of such problems [3] and to proba-
bilistic methods [4].

An alternate interpretation is that this pessimistic view is justified only with re-
spect to algorithms which guarantee optimal solutions and reasonable runtimes for

* all instances (input data sets) of a problem. In this paper we speak of an algo-
rithm's runtime being reasonable if it grows polynomially rather than exponentially
with the size of the problem. This does not preclude the existence of algorithms
with guaranteed reasonable runtimes and which yield optimal (or near-optimal)
solutions with high probability. Nor does it preclude the existence of algorithms

*



which guarantee optimal solutions and which have reasonable runtimes with high

probability. There are many examples of both types of algorithms which are used

in practice to solve specific NP-complete problems. Most important, the theory of

NP-completeness does not preclude or even lessen the likelihood of the existence of

algorithms which solve specific (nontrivial) instances of a problem and guarantee

both an optimal solution and reasonable runtime.

In this paper, we explore this second, more optimistic, point of view and present

a family of algorithms for the solution of an NP-complete problem. Some algorithms

in this family have guaranteed reasonable runtimes. Others guarantee optimal

solutions. While the algorithms are presented for the solution of a specific prob-

lem, the technique can be extended to the solution of other problems as well.

Matroid Theory

A specific way of approaching the solution of many combinatorial optimization

problems is via matroid theory. The excellent book by Lawler [5) gives a complete

treatment of this. Here we ou'tline the fundamentals of this theory which are

necessary f-r the presentation which follows.

A matroid is a couple (E,F) where E is a finite set of m elements:

E = (e1 I = 1,2 ... M

and F is a family of independent subsets of E. The notion of independence is

quite general. We require, however, that it satisfy two properties:

Pl: Every subset of an independent set is independent, i.e., if
-*

I c F and C c I then T c F

P2: If Ip and I are independent subsets of E containing P and P + 1

elements, respectively, then there exists an element, e E Ip+l (C jIp)

such that Ip -lei is an independent set containing P + 1 elements.

Given two matroids, (E,F 1 ) and (E,F 2 ), defined on the same set of elements, but

using two different notions of independence, we define an intersection of them to

be any subset, IC E, such that I E Fl, and I c F 2 . This definition can be ex-

tended to cover three or more matroids as well.

Many combinatorial optimization problems can be thought of as finding the best

independent set in a matroid or the best intersection of two or more matroids. If
weights, wj, are associated with the elements, ej, in E, then one can speak of the

best set as being the one with largest total weight. The maximal (or minimal)

spanning tree problem can be thought of as finding the maximum (or minimum)

weight independent set in d matroid (F,F) where E is the set of edges in the

graph and F is the family of forests. A forest is defined to be a set ol 0 or more
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edges which do not contain a circuit. As another example, Loawler 15, p. 304]
shows that the Traveling Salesman Problem can be thought of as finding the best
intersection of three matroids. The problem of finding the maximum weight inter-
section of three matroids has been shown to be NP-complete 12). Lawler shows 15,

tp. 364] that the problem of finding intersections of four or more matroids can be

reduced to that of finding intersections of three. There are many other combina-
torial optimization problems which can be naturally thought of as matroid intersec-
tion problems. The theory of NP-completeness assures us that all problems can be

thought if in this way.

• we will consider one of the simplest possible 3-Matroid Intersection Problems in the
sequel for the sake of clarity. The problem considered is the Three Dimensional
Assignment Problem (TDAP). In this problem, we are given N people, N jobs,
and N days. There is a cost, Cij k of having person i doing job j on day k. Each
person is to do only one job, each job is to be done only once, and only one job
Is to be done on a day. Formally the problem is:

Minimize Z = Cijk Xjk

such that

SXik 1Xijk = X = for i,j,k = 1,2, ... N X i {o,')"k ,kk ijk

Thus, setting Xijk to I corresponds to having person i do job j on day k. This
problem can be viewed as an intersection of three partition matroids. Given a set
of elements, E (in this case, the Xijk), a partition matroid can be defined by a
partition of E and a vector, A, constraining the number of elements of E which
may be selected from any part of the partition. Formally, we have the partition of

£ into subsets E j = 1, ... k, where

U E =E and E. I Ej = for I #j
I6 I

and an integer vector A = (a j = 1 .... k
A matroid (E,F) is then defined where F consists of all subsets, I, of E formed by
selecting no more than a. elements of E.

j I*
In the case of the TDAP, the first partition of the Xijk is by person, i.e.,

Ei = {Xijk J = 1 ... N; k = 1, ... N)

and a. 1 for all i. The independent sets in this first matroid correspond to

assigning each person at most one job. Similarly, two more matroids can be de-
fined to constrain jobs and days. Intersections of these three matroids correspond
to feasible partial assignments and intersections of maximum cardinality correspond SI
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to feasible complete assignments. If we define weights W kassociated with the

[x.

w[-c

zjk Cilk
Xijk:

Wijk = ijk  .

where C is larger than any C then the maximum weight intersection corre-ijk't
sponds to the optimal solution to the TDAP.

Augmenting Paths

We now define a family of algorithms for the solution of matroid intersection prob- :0 1

lems. These are generalizations of the basic procedure given in [6J.

Given a matroid (E,F) (and hence a notion of independence) and a (not necessarily

independent) subset S, of E, we define the span of S, denoted sp(S), as S to-

gether with all elements of E not independent of the elements in S, that is

sp(S) e e I I -J(e) 9 F where I is any independent subset of S)

If S is an independent set and e E sp(S) then e forms a unique cycle, which we

denote by C(e), with S. A cycle is a dependent set which becomes independent if

any element is removed from it.

If the matroid intersection problem only involves two matroids, we can obtain nI-

a maximum weight intersection by producing a sequence cf intersections, I(K)

containing K elements, for K = 1,2 ... m. Each [(K) is the maximum weight

intersection containing K elements. The algorithm which produces the I(K) is

called an augmenting path procedure because it augments I(K) to produce I(K + 1)

G(K)by finding the longest path in the graph G defined below.

We define G(K) to be a bipartite graph with nodes corresponding to the elements,

of E plus distinguished start and finish nodes, a and z. Directed arcs are

defined as follows:

(a,l) lIc E - sp(iK))t  (i,j) i E - IK) ,'  c C 2 "(i) =

(lz) I r E - sp2 (l(K)) (j,i) i E E - I(K) , j E C( 1 )(i)
(i'z) i EE S2 K 1

Paths from a to z correspond to augmentations of I(K) that is, to sets of elements

to be added or deleted from I(K) to produce an intersection with K t I elements.

Notice that all a to z paths go alternately through nodes not contained in I(K)

(which are to be added to I(K)) and nodes in I(K) (which are to be deleted).

Note also that there is one more node of the former type than there is cf the

latter and hence an augmentation results. If we associate lengths with the arcs

equal to the weights of the elements which the nodes correspond to (positive for
elements to be added and negative for elements to be deleted), then the length of

a path corresponds to the incremental weight of the augmentation. The longest

L I
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path results in an optimal augmentation. Such a path can be found using a short-

est path algorithm suitably modified to find longest paths. G(K) contains no

positive cycles and so the algorithm converges.

These augmentations do, indeed, result in intersections. As one passes through

nodes from a to z we see that an element is added preserving independence in the

first matroid but not the second. An element is then deleted restoring indepen-

dence in the second rnatroid and hence the intersection, A node is then added

which, because of the deleted node, maintains independence in the first matroid.

This process continues until the added element maintains independence in the

second matroid as well as the first, thus completing the augmentation.

As an example, consider a two dimensional assignment problem (involving, say,

only people and jobs.) The W.'s for this problem are given in Figure 1. I(2) is
ii

clearly 11,22, I.e., person 1 assigned to job 1, and person 2 assigned to job 2.

G(2 ) is shown in Figure 2. The arc lengths are shown as are the lengths of the

longest paths to each node from node a. The longest a to z path is a,11,12,22,23,z

which corresponds to deleting 11 and 22 from the intersection and adding 31,12,

and 23. The length of this path, 7, is the difference between the weight of I(3 )

and I(2) . A complete description of this process and a proof of its validity is

given in (51.

Generalized Augumenting Paths

In the graph shown in Figure 2, one can obtain an optimal augmentation (i.e., one

which takes us from an optimal assignment of K elements to an optimal assignment

of K * 1) because:

1. If the current intersection is not maximal then an augmenting path exists.

2. The labels given to the nodes during the longest path algorithm completely
summarize the augmenting paths.

We now wish to generalize the notion of an augmenting path, and hence the entire

procedure, to the problem of the intersection of three matroids. One way of doing

this is to "frceze" one of the matroids and only consider alterrating sequences

within the other two. In this case the first node, s, in an augmenting path would
be independent of I(K) in two of the three maoids (or in all three, in which case

it is the only node in the augmenting path). Say s, is independent of I(K ) in the

first and third matroids. We could then freeze the third matroid and maintain the .

same span within the third matroid throughout the augmenting path. Thus, the

deletion of si for i even reduces this span and the addition of si for i odd restores

it. We thus reduce the search space to two matroids and the same polynonia

bounded procecdure will work. Note that, alternatively, we could have considered

the first matroid frozen. Indeed, it is so frozen ir the tw3 matroid intersection .5

algorithm. Thus, there are three types of augmenting paths, one for each matroid

!5
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within which s, is dependent. Unfortunately, while this procedure is polynomial
bounded, it does not guarantee optimal solutions as there are augmentdtions which
have no such corresponding argumenting path.

in order to guarantee that all augmentations are explored, we must relax the
definition of an augmenting path still further to include cases where independence
is not necessarily restored by the deletion of si for i even. Thus, an augmenting
path may start with any element, sl, which is independent of I(K) in at least one
of the matroids. Unlike the procedure given for two matroids, one may begin with
independence in any matroid. Consider the graph shown in Figure 3 corresponding

to two augmenting paths, Path I and Path 2, for the partial assignment 111,222,333
(i.e., person 1 to job 1 on day 1, etc.) in a TDAP. These paths are not strictly
comparable in that they exclude different elements along the way. Thus in Figure
2, when node 22 is labeled using the path a,32,22 it is equivalent (in terms of how
the path can continue, not necessarily in terms of the numerical value of the label)
to being labeled using the path a,31,11,12,22. In Figure 3, however, when node

111 is labeled using the path a,411,111 it is different from labeling 111 using the
path a,154,111 because different continuations of these paths are possible. Thus
starting with a,411,111 we can continue to 152 but not 215 and, conversely, start-
ing with a,154,111 we can continue with 215 but not 152. Thos, Path 1 and Path
2 are not comparable in terms of their lengths only.

Such paths must also be compared in terms of their spans. We note that if two
paths from a to some node i result in sets having identical spans then the same
continuations of both paths are possible. (This was the case for intersections of
two matroids.) Indeed, it is possible for paths to have slightly different spans
and still have the same set of possible continuations. In particular, if the only
difference in the intersections of the spans of two paths are nodes outside the

Intersection of the spans of I(K), then the paths are comparable. We can thus
generalize the augmenting path procedure to consider all undominated a to z paths
where one path dominates another only if it has the same continuations and a

larger length.

The notion of a path itself, however, must be generalized as well. In the case of
3 matroids, not all augmentations correspond to paths. We see an example of this
for a TDAP. The augmentation [412,234,341,1231 - [111,222,333) does not cor-
respond to any path in the conventional sense. It is possible however, to extend
the augmenting path procedure to include such augmentations by extending the

notion of a path.

We define a generalized augmenting path with respect to an intersection I(K) to be
a sequence of nodes S = (sSs -- Srn ) where si E E - i(K) for odd i and si c
I(K) for even i. As before, I(K) + st - S2 + S3 - ... * s m is an intersection. Also,

the even si are deleted in order to remove dependencies created by the inclusion
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of the odd si1 Now, however, the subsequences K )  s - s .. -s. for even

need not correspond to intersections. -,

One can thus guarantee an optimal intersection as in the case of two matroids. The

number of generalized augmenting paths one may need to consider, however, may

grow expbnentially with K. In practice, however, the number of such paths can

be controlled at the expense of optimality. First, the length of any path, (s1 , s2,

d .. s can be reduced by a penalty to account for the nodes which still must be

deleted to restore the intersection. In the case of arbitrary matroids, this may be

complex to compute. In the case of the TDAP, however, where 3 partition

matroids are involved, and all cycles contain 2 elements, it is easily computed.

In some cases the above may keep the computations reasonable. In others, it may

be necessary to reduce the number of paths considered by relaxing the definition "b

of dominance. This will also result in a heuristic rather than an optimal solution.

In the case of the TDAP, one such relaxation is to ignore differences in the spans

outside the intersection of the span of I(K)* This is motivdted by the fact that

we consider deleting elements in I(K) in order to include elements blocked by

them.

we can thus consider a hierarchy of generalized augmenting path procedures with

increasingly stringent dominance criteria and increasing runtime. A tradeoff

between optimality and runtime is then available. We are currently investigating

this tradeoff using the TDAP as an example.
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0 Two shortest path algorithms are compared and it is shown that, while one outper-
forms the other in practice, the former's running time is exponential in the worst case
while the latter's is polynomial. A procedure which constructs such worst case ex-
amples is given.

In the excellent paper "A Computational Analysis of Alternate Algorithms and 0
Labeling Techniques for Finding Shortest Path Trees" by Dial. Glover, Karney, and
Klingman III the statement is made "that the label-setting algorithm has a worst case
bound, that is an order of magnitude better than the label- correcting algorithm," It is.
in fact, easily shown that this statement is true for the performance of Algorithm C I
relative to the performance of a label setting method. In Algorithm Cl, since the

* • sequence list is managed in a FIFO fashion, paths are generated in order of the number •
of arcs in them. Each node can thus be scanned at most N times (creating paths with
K arcs, K = 1,... , N), where N is the number of nodes. Since nodes are scanned only
once in label setting algorithms, the result follows.

The situation is surprisingly different with respect to Algorithm C2. I have used this
algorithm to find routes in very large, very sparse real networks (thousands of nodes

o and average nodal degree between 2 and 3) with a variety of length functions (gen-
erally distance-related) and have found it to outperform all others. This is exactly
as the authors indicated. The worst case behavior of this algorithm, however, is
exponential!

Consider, for example, the network in Figure 1 Suppose that the list of nodes adja-
cent to node I (the root) is in ascending order of node number and that the list of

nodes adjacent to all other nodes is in descending order We find that every time i
node is scanned, node 2 is relabeled and scanned. In fact. node 2 takes all labels be-
tween 20 and 5 and is scanned every time it is relabeled. Here N = 6 and node 2 is
scanned 2 A'-  time:, Networks with this characteristic and of arbitrary site can be
formed as follows.

Step I Start with a network with two nodes. I aid 2. and two cs (1, 2) and
(2. I) 'wlth /1I. 2) I arld L,(2. 1) I. %hcre 1(i.;) ;-s the h'ngth ol the
Jic I Io n I to I
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* FIG 1.

Step 2: For K 3 to N alter the network as follows:

(a) Add node K.
(b) Add arcs(ki)foui = 2_.K- Iwith L(K.i) =L(IJi).
(c) SetL(IJ)=L(lIJ)+2 N-1 I.t
(d) Add an arc (1. K) with LI . K)= 1

During the execution of algorithm C2. the node 2 takes all labels fromt N- I to

2 N-2 + N- 2 and is scanned 2 NV-2 times.
It should be noted that this pathological situation is a product riot only of the un-

usual arc lengths but also of the ordering of the adjacency lists, in particular that lists
of adjacent nodes are ordered with the nearest node first for all nodes except the root.Of
If the adjacency lists were ordered oppositely. each node would be scanned only once.
Thus, we see a strong dependence of the performance of Algorithm C2 on a preorder-
ing of the links. The general idea would be to order links in such a way that they
would be likely to be scanned in ascending order of- their labels. Alternatively, adja-
cency lists could be ordered nearest node first a nd the sequence list management could
be altered only slightly to add the entire list of relabeled nodes to top of' thle sequence
list in forward order (rather than thc icverse order implied i Algorithm C2) of the
adjacency list of the node being scanned.

In summary, we note that Algorithm C 2 has excellent behavior in practice arnd pie-
processing is probably warran ted onv no mutile appl ications ofit lie algorithm are
being done (e.g.. from multiple sources)I
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111). Probabalistic Analysis of Algorithm Performance

fhe problem of finding an optimal set of repeater loc, i tin-;

covering a given set of terminal sites, or set of potential repeater

locations and a covering matrix specifying which terminal sites can he

covered by each repeater location, is an important problem in the

design of multihop packet radio networks. The problem in an instance

of the classic set covering problem which has many other applications

,is well. The set covering problem is known to be NP-complete and

as such it is unlikely that an algorithm will be found which can

guarantee an optimal solution and also guarantee a reasonable running

time, that is a runtime which grows polynomially in the number of

terminals and repeaters.

The theory of nondeterministic polynomial completeness (NP-

completeness) basically states that there is a large class of problems,

which includes almost all optimization problems of interest in the area

ot network design, which have the property that a solution to one

could be used to obtain a solution to all the others in a reasonable

amount of time. It has been shown that one problem, the Satisfiability

Problem, has the property that all problems in this class can be

transformed into an instance of it. Thus, an algorithm which could

obtain an optimal solution to the Satisfiability Problem, could be used

to solve all the others. Techniques have been developed for proving

that many other problems are NP-complete. Proofs have been given

for the NP-completeness of over 200 other well-known problems.

In our previous work we reported on results obtained using a

new set covering algorithm. The algorithm obtained optimal solutions Oi

for moderate sized problems with up to 0 node networks; ind 'cov(r-

9.



age related to distance. That is, if the average matrix retlected the

fact that a repeater was far more likely to cover a nearby terminal

than one farther away, then the algorithm worked very well, con-

verging to an optimal solution very quickly.

If on the other hand, the coverage matrix was random, the

algorithm ran much more slowly and only problems with up to 50

terminals could be treated efficiently. In examining why the

algorithm had difficulty treating problems with random data, we

observed that the difficulty stemmed from the large number of optimal

and near cptimal solutions available. The algorithm had no difficulty

finding an optimal solution but, rather, had difficulty In verifying the

solution was optimal in a reasonable amount of time due to the presence

of a large number of alternate solutions of comparable quality. This
led us to conjecture that it might be possible to develop algorithms

which had a reasonable running time and which could find optimal

time or near-optimal solutions with high probability. It i known that

asymptotically, as the size of the problem becomes infinite, there

exists algorithms which give optimal results almost always. These

results are an outgrowth of the same symmetry which makes it difficult

to verify the optimality of the solutions produced by our set covering

algorithm.

These results are encouraging but of no direct use in solving

network design problems since real problems are of finite size and

nothing was said about how fast the algorithms converge probablis-

tically to an optimum; i.e. , what the probability is of their finding
U

thc optimum, or a solution within some bound of the optimum. We

thus sought to investigate what could be said about the probabalisti,

t I
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Lerlormance o known heuristics for problems ot moderate sire. V

chose the set covering problem mentioned above is the first prohlem

to investigate. The probabalistic model of this problem follows.

Ve are given a set l t,, t, ... t ot N terminals, d stl

R{=lr -, r., .. r o fl M potential re-peater sites, and (in , \ NI

covering matrix, C, where c.. is I it L can be covered hv r'. V.

seek a subset of R containing as few repeaters as possible aind cover-

ing all terminals. The elements of C are chosen randomlyi and in'-

pendenll.. Specifically, we assume Prc ij=1l=p and I'r{ .ij()V=l-p -

We define Ri, the set of terminals covered by rj, by:

R. = {tijc i

Similarly, we define T , the set of repeaters covering ti, by:

T. {rIc.=. 1r]i = ij 1 }

* A cover of the terminals is then defined as a subset SCR satisfying:

U R. T
r. LS J

A minimum cover, S*, is then a cover containing as few elements as

possible, i.e.:

U R.=Tr. .FS* J

and IS*I < ISI for all S such that U R. 'T.
r cS

Note that the minimal cover is not in general unique. Indeed

our approach rests on the existence of a large number ofl minimal and

near minimal covers.

In order to analyze the probaalistic behavior of (I he uristU ic t

must do two things. First, for a given set of values of , NI, ind

p, we must find the probability that IS*1 = K, that is, the pr')(bibility

j " 9I



that there exists a minimal covering (onlainin(J exctly K r ptjitti;

1let

lI(N,,%i,K) Pr ]S*] K} for given N,M, and p.

Next we must tind P ,(N, N,K), defined as the prob,ibility thjt the.
ALC1

alg.(orithm will find a solution with exactly K repeaters. A I ( jir( L I

merit. for- evaluating the proba balistic behavior of the ilgori thim

t hen

I KP (NMK) - > KP(N,MK)
K=O K::0

AI-; K AOK (111)1M
I KP(N,M,K)

K=0

This is simply the relative error made by the algorithm, i.e.,

the difference between the avarage number of repeaters in a covering

found by the algorithm and the minimum number required, normalized

by the minimum number required. We believe that lyiim F - lor

any M, and p, and any reasonable algorithm where a reasonable "III

algorithm is defined as one which stops when it has a co er'. In

particular, we believe FALG-O for an algorithm which picks repeaters

randomly until a covering is obtained.

We begin by evaluating Q(N,M,K), the probability that aj ran-

domly chosen set of K repeaters covers all N terminals. Notice that

this is not the same as the probability tfhat an algorithm picking

repeaters at. random will stop after K repeaters since in some cases

fewer than K will also suffice and the algorithm will find them. Also,

Q(N, I,K) is a Cumulative distribution, that is it relates to the prot),,-

hility that K or fewer repeaters are required tot a coverin g r(ther

thin exactly K. We do have, however, th,it
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a ()(N,NI,K ) . H N,M,K 1 (llI).)) S
L.=0

thit is, the probability o t j rIndomly chosen set of K ht li.i, ;

ove.rinq all N terminals is less than or equdl to the prohability ( the

existence of a covering containing K or, fewer terminals. Ilu; w ,

have

1'(N,M,K) > Q(N,M,K) NQ(N,NI,K-), K,I

th.,t is, the difference between two SucceSsiVe (s is , I k ( te It U nd

on the corresponding P.

Q(NjN,K) is easy to evaluate because repeaters picked randomly

are picked independently of one another and our random model

assumed their original characteristics are independent. 'I he

probability of a single terminal not being covered by a single repeater

is l(=1-p). The probability of a single terminal not being covered by

any of the K repeaters is q The probability of at least. one repeater
K

of K covering a given terminal is then l-q .'inally, the probability

that all N terminals are covered by the K repeaters is (-qK)N We

thus have that

Q(N,M,K) = (1 - qK)N (11I.3)

Note that this is not a function of M except in the trivial sense

that M must be no smaller than K. Figure lD.1 shows values of

Q(N,M,K) for p=. 5 . Figure lI[D.2 shows values of Q(,N,%I,K) -
00 ,(N,,Nt,K-1) for the same examples. Both show a tendency for solU-

tions to cluster about a narrow range of K. This is encourag inq in

that it implies that probabalisti::ally, simple ,ilgorithms ;hould do) (-1l.
.1.0
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C. PROBABILISTIC A'NALYSIS OF ALGORITHMS

We have obtained results in this area indicating that even rela-

tively simple algorithms will, with high probability, obtain near optimal

solutions to certain difficult optimization problems. This is encouraging

in that it implies that problems, previously considered intractable, may

in fact be solvable, at least with hie' expectation Of SuIccCS. TheI

results are also useful in guiding heuristics towards poet fivruitlul

areas within the solution space and in avoiding unnece -;iv; ei'ortn

areas where lit'le t urther, pr oq'ess cln he expectv(l

-29-



Specifically, we have analyzed the intrinsic probabilistic behavior

of the 3-Satisfiability Problem and found that, independent of the size

of the problem, there is only a limited region of uncertainty, i.e., only

a finite set of values where even the simplest sensible algorithm can
lb

make an error. This problem, which is described in detail below, is

representative of a very large class of difficult combinatorial problems

and can, ir, fact, be used as a vehicle for solving many other problems.

Thus, we believe these results can be extended to other problems as

well, most notably, to problems in network design such as facility

location and link topology optimization. We are currently in the process

of investigating such extensions and of examining the probabilistic

performance of several specific heuristic algorithms.

C.1. Probabilistic Behavior of the 3-Satisfiability Problem

The 3-Satisf.ability Problem has a simple and homogeneous struc-

ture which makes it easy to develop and study a probabilistic model. It

also does not involve any numerical data which would otherwise obscure

the nature and generality of the results which we obtain. These re-

sults can, however, be directly extended to optimization problems which
4 do involvo numerical data, as we will see in the following discussion.

In the ordinary satisfiability problem, we are given a Boolean

expression, E, over m Boolean variables vl,v 2 ,...,vm and we ask if

there exists a set of truth values for the variables which will result in

E taking the value True. Thus, each of the v. can take either the

value True or False (alternatively denoted by I or 0) and F; will then

take either the value True or False based on the values of the v.. F is

usually given in disjunctive normal form, i.e., as a set of clauses all of

4 -30-
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which must be True in order for E to be true. Each clause contains

one or more variables and is said to be true if at least one of the

variables in the clause is assigned the value it takes in the clause.

Thus for example, E = (v 1 + v 2 )(v1 + v 3 ) has 2 clauses. The first,

(v, + v 2 ) is true if either v, is True or v 2 is True. The second is

True if either v, is False or v3 is True. Thus E is satisfiable as the

values v 1 = True, v 2 = True, and v 3 = True satisfy both clauses and

hence E. There are several other assignments of truth values vj, V2 ,

and v3 which will satisfy this E. The expression (vi)(V1 + v 2 )(v 2 ) on

the other hand is not satisfiable.

The 3-Satisfiability Problem is a version of the ordinary Satisfia-

bility Problem where all clauses contain exactly 3 variables. Garey and

Johnson, in their book Computers and Intractability, show this problem

is NP-complete by showing that any ordinary Satisfiability Problem can

be transformed into a corresponding 3-Satisfiability Problem of roughly

the same size. Thus the two problems are equivalent.

Many other problems can also be transformed into corresponding

3-Satisfiability Problems. In particular, combinatorial optimization

problems such as the Traveling Salesman Problem or the problem of

locating earth stations in a satellite network can be so transformed.

Thus, we can produce a Boolean expression which corresponds to a

particular optimization problem in the sense that if the expression is

satisfiable then the optimization problem has a solution with a value less

than or equal to a given constant (for minimization problems) or greater

than or equal to a given value (for maximization problems). Further-

more, the satisfying truth assignment. can be used to obtain the solution

to the corresponding optimization problem directly. By altering the
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value of the constant in the above transformation the optimal solution to

the corresponding optimization problem can be found via binary search;

i.e., if we know the optimum lies between values cI and c2 , we try the

value cl + c2/2. This technique is known as thresholding.

One can determine if an expression is satisfiable by assigning all

2m possible truth values to its variables. This approach is, of course,

not practical for large values of m. There are many sophisticated tech-

niques for answering the question whether or not a given expression is

satisfiable, but all have running times which ultimately grow exponen-

tially with the number of variables and thus are limited to problems of

modest size.

We obtain here a technique which yields the a priori probability of

an expression with a given structure being satisfiable given a probabil-

istic model of the space from which the problem is drawn. For prob-

lems where this probability, PSI is very close to 1 or very close to

zero, we need seek no further. Only for problems where Ps is signifi-

cantly different from 0 or 1 need the question be investigated any

further. In some cases, the P itself is all that we need. For exam-

ple, if we have found, using a heuristic algorithm, a solution of value

c, to a given maximization problem, and have determined that P is less D

than .01 for an expression corresponding to the existence of a solution

of value greater than or equal to c1 + a (for a much smaller than cl),

then we are reasonably certain that there is not much to be gained from

an attempt at further optimization. This is very important because it

has often turned out that it is much harder to verify the optimality (or

near-optimality) of a solution than to find an optimal solution especially

when the solution space is rich and there exist many alternate near-

optimal solutions.
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We consider a uniform probabilistic model for the 3-Satisfiability

Problem where all clauses are equally likely. Thus a problem is totally

characterized by v and b, the number of variables and clauses, respec-

tively. We will consider two models which are nearly equivalent. In

one case, clauses are picked without replacement, i.e., a given clause

can appear at most once in an expression. In the other case, clauses

are picked with replacement.

Duplicate clauses do not affect the satisfiability of an expression.

We can thus relate problems where the clauses are chosen with replace-

ment to problems where the clauses are chosen without replacement by

saying that a problem with v variables and b clauses chosen with re-

placement is the same as a problem with v variables and b' clauses

chosen without replacement if the number of distinct clauses in the first
* .-

problem equals b'. The relationship between the number of clauses

chosen with replacement, b, and the average number of distinct clauses

is given by the following argument.

Let Xb be the number of distinct clauses when b clauses are

selected with replacement. Then Xb < b and Xb = Xb 1 + a, where

av =1 with probability Pnew and c = 0 with probability 1  Pnew' Pnew

is the probability that the b th clause is different from all the first

b - 1. P new is simply the ratio of the number of unchosen clauses to

the total number of possible clauses. The number of possible clauses is

B = 8( 1

since each clause contains 3 variables each of which can take either of

two values. Thus P is given by:
new

B -Xb~l

P -- ((--I)
new B
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Let f(b) be the aver-age number of distinct clauses. Then

* E(XbIxbI Xb + ne ((C-2)

and

f(b) E(X b f(b - 1) + B- fB-1

Thu s

f(b) =f(b-1) x B 1 (C-4)

As an example, if v = 10, then B 960 and f(50) 48.7. As we will

see, we are most interested in values of b near 5v. For v =20 and

IN b =100, f =99.5. As v increases, f/b approaches 1 very quickly.

Thus, there is little difference between choosing clauses with or without

replacement.

*4D

C. .2. Analytical Method 1

We now turn to the problem of estimating P s(v, b), the probability

of expression E, with v variables and b clauses, being satisfiable.

Given a problem with v variables and b clauses, we define the truth

assignment graph, G, associated with that problem to be a graph with

2 2- + 1 nodes. Nodes 1 through 2 correspond to the possible truth A

values for the v variables and node 0 is a distinguished pseudonode.

Each clause in E is inconsistent with one eighth of the truth assign-

* ments, specifically those in which all three variables in the clause havee

values opposite to their values in the clause. G contains an arc be-

tween node 0 and any node corresponding to a truth assignment which

*does not satisfy E. We thus proceed through 1, clause by clause ind

add arcs between node 0 and nodes which do not satisfy thie i 1its(
v-3There are 2 arcs corresponding to each clause. In enwithru
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"belonging" to different clauses overlap, i.e., there will be truth
0

values inconsistent with more than one clause. We do not show the

multiplicity of these arcs. Thus, G will in general contain fewer than

b x 2 v-3 arcs. We are interested in G because PSI the probability L is

satisfiable, is precisely equal to the probability that ( is not con-

nected. Figure C.1 shows a truth assignment graph.

The problem of whether a random graph is connected or not has

been studied extensively by Erdos and Renii. We will proceed along

similar lines.

0

_000)-0 0 -01001
/

/

00010 "10011

0 1011

E = (v, + v 2 + v 3 ) (vI + v 2 + v 4 ) (V2 + v3 + "4)

FIGURE C.1. A TRUTH ASSIGNMENT GRAPH

00
We define A(v, k, b) to be the number of Boolean expressions

whose corresponding truth assignment. graphs contain k or more isolated

nodes (i.e., nodes with no incident links). P s(V, b) is then given by

v, b) =  
2  (-1)k A(v, k, b) ((-)

k=0 b
S-35-
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where B = 8(v ).

This relation follows from the fact that if an expression is satis-

fiable then its corresponding truth assignment graph must contain at

least one isolated node. Note that the alternating sum is required in

order to account for the situations where graphs with more than k

isolated points are included in terms with k or more isolated points. We

seek the number of expressions with graphs with one or more isolated

points. The alternating sum gives us the number with exactly zero

isolated points.

We can write A(v, k, b) as

v

A(v, k, b) = I (Y) 21 NM(v, i, k) B(v, i, k, b) (C-6)
i=O

where NM(v, i, k) is the number of ways of selecting k clauses which

match in i specific variables (i.e., k clauses in which i specific vari-

ables take the same truth value in all k clauses) and B(v, i, k, b) is

the number of Boolean expressions whose corresponding truth assign-

ment graphs have k or more isolated points and the isolated points

match in i variables.

v-i (2v-i-i
NM(v, i, k) = (-1 )m ( ) ( -) 2m 2k (2 v-i

m=0 k m

(C-7)

where the approximation is made by replacing

2 v-i-m 2v-i-m) k

k )by(k

Now, B(v, i, k, b) = (c(v'lk) ) where c(v, i, k) is the total

number of clauses which are permissible in the sense that they give
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rise to graphs that have the requisite number of isolated points and

matched variables. c(v, i, k) can be estimated by

v 2 k k(v-i)
c(v, i, k) t 8(3) exp[- .k]v (C-8)(2k-2)8v e

The details of this approximation, which are somewhat lengthy, are

given in W. Chuang's thesis.

0 Using the above approximations and Sterling's approximation

n! 47n- NN + e-N

we find by algebraic manipulation that

Ps(v, b) 1 - exp[-exp (-c)] (C-9)

where b = 8(kn 2v + c)

and c is a constant.

Thus, only for b z 5.5 v does Ps(v, b) take values significantly

different from 0 or 1 since for any value of c less than -2, Ps is nearly

1 and for any value of c 9reater than +4, P is nearly 0. Figure C.2
s

summarizes the relationship between Ps and c. Note that this is not a

function of v or b directly. The approximations used in obtaining this

* analytic form are, however, functions of v as we will see. The approx-

imation turns out to be reasonable for modest values of v (e.g., v in

the range 10 to 30) which we are interested in. Note especially the

0 sharp drop from 1 to 0 over the interval c = -2 to c = +4.

C.3. Analytic Method 2

0 Because of the approximations made in the previous analysis, we

sought a second method to independently verify the approach. We
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consider the case now where clauses are selected with replacement. We

note that all clauses are equally likely and that a given c!ause elimi-

nates 1/8 of the possible truth assignments. Indeed, because of this

symmetry, on the average the b t h clause in an expression eliminates 1/8

of the remaining truth assignments which satisfy the first b-I clauses.

We say a truth assignment is eliminated if it does not satisfy an expres-

sion. Thus, if we define Ns(v, b) as the number of truth assignments

satisfying an expression with v variables and b clauses, we have the

recurrence relation

3 2v -N s(v, b-1) v-3
N (v, b) =N (v, b-l) - 2 v -3 + 2v

=7 N(v, b - 1) = (Z)b (v , 0) (C-10)

where N s is the expected value of Ns .

Since N5s(v, 0) = 2V, i.e., all truth assignments satisfy an expres-

sion with no clauses, we have

ls (v, b) = (7)b 2 v (C-11)

P (v, b) is by definition the probability that N (v, b) is greater -Ps s

than zero. Unfortunately, we only have an expression for Ns, the

average value of Ns  and not for the value of Ns  itself.

If N (v, b) >> 1, then we would expect P (v, b) Y 1 If N (v, b) 1,

then we may assume that N (v, b) is either 0 or 1. Then
5

Ps(v, b) = P(Ns(v, b) 1) = s(v, b). Thus we use the approximation

1 , N (v, b) > 1

s(v, b) = ( 12)

N s(v, b), Ns(v, b) < 1

-38-



P (v, b)
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This approximation is reasonably good. We first find b such that

N s(v, b) 1:

(7)b 2 = 1

V

b og 2 8 _ log 27 - 5.2 v (C-13)

We then have

1 b < 5.2v
Ps(v, b)= 7 b 52v (C-14) 4

b > 5.2v

This function is very similar to the one obtained by the first

analytic method and again the region over which Ps(v, b) drops effec- 4

tively from 1 to 0 is limited again to a small range and is independent

of v and b. Figure C.3 illustrates the relationship between P and c

(where c b- 8 2v

The dotted line of Fig. C.3 shows Ps as found by Method I for

the same values of c. As can be seen, for c > 1 the curves are vir-

tually identical. There is, however, a 5% difference Fotween the con-

stants relating v and b in the two approximations. Nevertheless, the

two analyses corroborate eath other and give rise to the same analytical

behavior of Ps; i.e., v and b are linearly related at the point where Ps

drops and Ps decays exponentially.

C.4. Simulation

Finally, in order to compare the accuracy of the two analytic

methods, we performed a simulation to measure Ps(v, b) directly. In

* the simulation, clauses were generated at random with replacement, all

clauses being equally likely. Each time a clause was generated, the

truth values it eliminated were eliminated. This procedure was con-
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Ps(v, b)
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tinued until no truth values remained. For each value of v, the value

of b at which the last remaining truth value was eliminated was re-

corded and became a sample, b. An estimate of P (v, b) is then

formed by

(# of bi > b)
P s(v, b) (total # of bi ) ((-15)

Figure C.4 gives the results of this simulation for v = 10, 20 and 30.

As can be seen, the true value of Ps (v, b) lies between the N values

predicted by the two analytic methods and is somewhat closer to that

predicted by the second method. The important property of rapid

decay from 1 to 0 is borne out.
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algonthm. Karnaugh [6] described an alternate implementa- MST arc not part of Lie Lsau-Williams solution (when the
tion of the Esau-Wilh in procedure which has a different [sau-Willianis solution itself is not optumai) It merely
computational complexity, generally between quadratic and strengUiens the point that MSI arcs ate reasonable arcs to ex-
cubic, but which produces identical results. Whilde the amine when se,.king tc irprove a heuristic solution.
SOGA's described below can work with any imbedded FO(gA, I-ven ,ithout this evidence. ]ho ,ever, it is intuitively ap-
for the sake of comparison with previous work, we performed pealing to consider such arcs Most prunal heuristics share the
experiments with an imbedded Esau-Williams algorithm. property that they proceed by connecting nodes to their

In order to implement a SOGA, one must decide which arcs nearest feasible neighbors [81. The algorithms differ only in
one will attempt to forte in or out of the solution. Karnaugh the order in which they consider the nodes. Thus, the solu-
suggested two possibilities which are briefly described below. tions differ only in that the distance to a node's nearest feasi-
The reader is referred to 16] for a complete description. ble neighbor may differ depending upon when the node is con-

1) Inhibit-At each stage in its execution, the FOGA brings sidered during the execution of the algorithm. If such a heuris-
in one arc connecting two previously unconnected sets of tic fails to find the optimum, it will be because: the algorithm
nodes. The Inhibit loop successively prevents each of the erred by waiting too long before consideration of some critical
mergers which took place in the previous iteration from taking node (or nodes), and hence missed being able to include some
place. Thus, one iteration of the Inhibit loop involves up to ' desirable arc (or arcs) in the solution. It is quite likely that one
(where N is the number of terminals) iterations of the FOGA, or more of these arcs will be MST arcs, indeed, as mentioned
each of which prevents a single pair of node clusters from above, this was always the case with the experiments carried
merging. At the end of each iteration of the Inhibit loop, the out.
best of the generated solutions (and its associated cluster Thus, a heuristic L, proposed which attempts to improve
inhibitions) is kept and used in place of the original (unhibited) solutions generated by some primal heuristic by forcing the
FOGA solution, and the Inhibit loop is repeated until no inclusion of one or more MST arcs which the primal heuristic
further progress is made. left out. This gives rise to the following procedure.

2) Join-For each node a,, find its nearest neighbor b, and Step 1. Generate an MST of arcs T, = {a I/= 1,",N- I}.
nearest neighbor among those nodes which are closer to the Generate a feasible tree of arcs Tf = tbj I = 1, "", N - 1}. -"
center than a1, ci. Successively, one arc at a time, force arcs (ai , Find S = T, - (T, I-) Tf). (For problems of interest, S is
b,) and (ai , c i ) into the solution if they are not already present. nonempty.)
One Join loop consists of a sequence of executions of the Step 2: For each subset S, C S, set S2 = S -St. Remove
FOGA, each with a single forced arc. The Join loop is iterated, all at E S2 from the network. Start a solution by including all
starting from the best solution obtained during the previous a, E Si. Apply the primal heuristic to complete the generation
loop, until no further progress is made. The number of FOGA of a solution.
iterations in a Join loop is bounded from above by 2N - I It should be noted that an alternative procedure would be
but is, on the average, somewhat less than N, the exact number to include a, in SI, but not to exclude a, in S2. It was felt,
being a function of the particular problem. however, that if elements in S2 were retained as candidates for

Thus, both the Inhibit and Join procedures have running inclusion, duplicate solutions would be likely to result. The
times of order CN times the running time of the embedded exclusion of elements in S2 guarantees unique solutions, and
FOGA, the Join procedure being somewhat faster. The factor hence should increase the likelihood of generating improve-
C is the number of iterations required for convergence, i.e., ments.
to reach the point of no further progress. It would be possible
to greatly improve the running time of the SOGA if one could COMPUTATIONAL EXPERIENCE

restrict one's attention to a small (i.e., A N) subset of forced In order to assess the effectiveness and efficiency of the
uiclusions or exclusions. Aiso, Karnaugh mentioned that the procedural scheme described in the previous section, a series
Join procedure, while somewhat faster than Inhibit, is weaker of experiments was run. Nodes were generated with random
because it restricts itself to local transformations involving locations over a unit square and unit traffic; problems with
nearest neighbors. N = 40, 60. 90, and 120 nodes were generated, and constraints

The procedure described in 171 is a branch-and-bound on the number of nodes in subtrees varying between m = N/20
algonthm for obtaining optin'al solutions to CMST problems. and m = N/4 were examined.
While it does not converge to an optimal solution quickly Alternatively, a constraint on traffic could have been used,
enough to be useful as a design procedure, it was sufficiently but we did not feel that significantly different results would
effective to be useful -n obtaining optimal solutions to a nurn- have been obtained. Our first objective was to examine the
ber of problems of sufficient size and constraint tightness to ninning tine of our implementation of the Esau-Willianis
be able to make observations about characteristics of optimal Algorithni within the context of the Unified Algorithm 181.
solutions This led to tbe characterization of arc subsets which Karnaugh I t I described an alternate implementation of the
are small and at the same time reasonably effective for use as Esau-'Willianis procedure, and reports on its running time on
candidates i a SO(;. In particular. it was found that arcs an I1 3'70/158. Our experiments were done on a DEC
present in o timal solutions but not present in heuristicaly KL 20,50 which is somewhat slower than a 370/158. In
generated solutions vere almost always MIST arcs. Whde it is .rder to establish a basijs for the run time comparisons with
not necessard so that ali arc% present in the optimal soluttin Karnau'lhs proccdure:, snown it' l'g 2 and Table I, we first
and not in the I sau-k l, .ms so!uti,,r; are MST arcs. in all ti. compar,'d our implcmeit:ai n o the I '(;.A (cf. [81 ) with his.
cxperinients run and cli .iu to this eloI, uiansaliy it Ic a,i ,azt foand that botli pro :c Jurcs hia.' L );vapar-ile run tunes and
one arc in the optinitui. but riot ia t:. Lsau-Wilhains s.uuuoin. compin t itiona cumphixities (het%%ecli quadritic and cubic)
was an MS1 arc tor thi,: iirst 1i:()(A iteration (i v. fir ,0)ta,r.Lng an initial solu-

I iL, is not to s.i1 that it is cocnjec!ur-'J that one iiust ul i,,nt}. ht,, thlt u" n AIi ot 3 lower order of
w'ys bt able It, find an opti.ium !olutnon which cont.iir:, rn -iL licr i, raiioi! , !, !!it ric w. ninonntng times
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for later iterations was roughly a factor of 5j2 for A - 120
Since most of the execution tune ot the oerall -ocedwure is in
iteration of the FO(., we conclude that this :,oicides .rith
the differences in nnning times between the t%,o versions of

* Inhibit in Fig. 2.
Next, by running - sequence of 120 problems for A be- S

tween 10 and 100, we examined the size of the subsets S gen-
erated, i.e., the average number of MST links not present i

the FOGA solution. Most primal heuristics generate subtrees
which are MST's on the set of nodes they contain along with
the center. Most of the arcs in these subtrees (with the excep- _,

tion of the arc directly connected to the center) will be MST
arcs. Thus, one might expect that the cardinality of S, IS I
N/m, and a vast improvement can be made over a blind branch

exchange or SOGA procedure. In practice, we found that I S
ranged between N/rn and N log N/r.

There are, in fact, 2 'S ' subsets of S. Thus, for moderately Zo o so so 'Do

large tightly constrained problems, S could grow large enough 74. o, o",
to make evaluating all subsets impractical. Furthermore, it is Fig. I. Improvements obtained with new heuristic.

reasonable to assume that not all arcs in S interact with one

another i.e., improvements in separate parts of the network INHIBIT (KAU NVGSS 'MPLE MENTATIONI"

can be found and justified independently of one another.

Thus, the heuristic was modified to only consider subsets ,oo-
S, C S such that IS, I < K for some given K. The best subset
S, * is found and permanently forced into the solution. We ,,

then set S = S - S t I and repeat the procedure until no further ioN

improvement can be made. In practice, K = 2 worked well.

Experiments were run with larger values of K, only in
isolated cases was any improvement over K = 2 obtained.
(Even K = I worked well in many cases.) Thus, it was decided N HEURISTIC

in all the remaining experiments to use the extended proce-

dure and restrict the examination to subsets of cardinality less .5
than or equal to two.

Using this modification of the new heuristic, it was observed ESAU- WILLIAMS

that forcing arcs between nodes which are close to the center (UNiFIEOl

seemed to have the greatest effect on the value of the solu-
tion. This was probably a consequence of the fact that the
Esaau-Wilniams algorithm starts with nodes from the center, _ o________.___,-
and hence, dealing with nodes near the center first radically NuMI NODES

changes the solution value. Fig. 2. Comparison of run times.
In particular, it was found that for small networks (N< 20),

there was little difference (usually 5i 1 percent) in perform-

ance between the new heuristic and the Esau-Williams solu- could be introduced, and thus, the procedure could iterate at
tion. This is almost certainly because both procedures were most IS 1/2 times. In practice, the number of iterations grows
generating near-optimal solutions. However, for larger net- more slowly than IS I. -0.

works, particularly for tightly constrained problems, the new Thus, a careful implementation of the procedure has a

heuristic performed noticeably better with improvements aver- complexity of IS 13 , log N.
aging about 1.5 percent. Fig. I shows the improvement relative Finally, a version of the Inhibit and Join procedures (as

to the Esau-Williams algorithm. As can be seen, the improve- described in [6], but using the Unified Algorithm in place of

ment increases with the Problem size. Results were even more the alternate implementation of Lsau-Willianis) was coded and

encouraging for large networks with the central site in the run on another set of problems, and the heuristic described in

corner. Such networks ma be viewed as one-fourth of a net- this paper was then run on the same set of problems. Thus. we

work of 4N nndes %kitil the centrt site in the center [-or such were able to directly compare the quality of the obtained solu-

problems, improvements averaging 4 percent and as high as tions, as well as the running times of the new heuristic with

8 percent were observed. Thus. the procedure appears to be of Inhibit and Join. The running times are summarized in Fig. 2

value for many realistically sized problems with tight con- and Tables I and 11. As can be seen the new heuristic is much

straints. faster than Inlubit and faster than Join. Indeed, it is only two-

A straightforward implementation of the Fsau-Wdlliams three times slower than the Unified Algorithm.
procedure has a computational complexity of order V log,V The quality of the solutions obtained varied. Overall, the

A more careful implementation [91 can reduce tIhi compe'xitv results were consistent -kith the expcinent described above,

to order ' log .- As discussed previnusly, S was fond to althou h a drop In ettctveness is noted tor the 120-node

range between N/,n and N log v'/tn Since we exanune subsets prob!ems. We do not consider thLs latter picnomenon signifi-

of cardinality at most 2. s susets are examined on each cant since there was a large vanation in individual runs, and

iteration. At worst. IS 1/2 siccessive subsets of cardinaity 2 the first experiment. v:;ihwac s base I on a much larger num-
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TABLE II
PERCI- NT IMPROVt MENTS IN PERIORMANCE OVER 4

I SAU-W ILLIAMS

Nurrfler of \Nodes

Aigorth- 40 60 ,o L !0

"2t-2 2.0 3. 6 I 40

N.- He.r~ttc 2. 4 I S 2. t G ,

Jo nz t £S z0
0 t

er It; prohlems. exhibited no similar behavior. In some cases,
the new heurLstic outperfo-nied Inhibit, in others, Inhibit
performed better. On the whole, the quality of the solutions
obtained wit), Inhibit was 2.6 percent better than those ob-
t.~xei using the Fsau-Williams procedure, while those obtained
ustri the new heuristic were 1.9 percent better than Esau-
It iiliams. Bota inhJbit and mue new heunstic outperformed
Join rairiy consistently, Join averaged a 1 .6 percent improve-
ent over Esau-Wolliams.

CONCLUSION

Ie found the new heuristic to be of definite value as it

,: tamed solutions roughly 2 percent better than the Lsau-
S'. , ms procedure without greatly increasing the runrung
tiue, In comparison with Kar.noughIs S()(,A', the new heuris-
I. is i,.uch faster and obtains solutions somewhat better than

Join auid somevitat -worse than Inhibit. We conclude that the
new heuristc is uselul as a practical design procedure, even
when imbedded in a larger procedure which solve. more
K.,,baj problems.
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Abstract

* 'rhe problem considered is that of finding an optimal (minimum 0

cost) design for a centralized processing network given a set of

locations, traffic magnitudes between these locations, and a single

common source or destination. Several heuristics, which are efficient

(in terms of their execution time and memory requirements on a

digital computer) and which produce seemingly good results, have

already been developed and dre currently accepted techniques. Some "

work has also been done on finding optimal solutions to this problem

both as a design tool and as a means of verifying the effectiveness of

proposed heuristics. We focus in this latter area. Currently known 0

techniques for the optimal solution of this problem via integer pro-

gramming have fallen short of the desired objectives as they require

too much memory and runninq time to be able to treat problems of :

realistic size and complexity. We develop an improved technique

which is capable of handing more realistic problems.

* .0

This work was supported in port by the tIS. Army CORADC()M,
Contract No. DAAK 80-80-K-057( , ond bLv the National Science Foun-
dation, Grant No. ENG-790812()
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1, 1 NTRODtJCT ION ANDI PROBLLI S'lAl'.LN'I

1ihe problem considered i>; tht ot in ding an optimd minimum

cost.) design for a centralized telecommunication network given a set

of locations, traffic magnitudes between these locations, and a single

common source or destination. The vast maioritv of telecommunication

networks currently in existence are o1 this type. Thus, this problem

has been much studied (2,3,4,5,8,9,12,16,24,28,31,32).

Several heuristics, which are efficient (in terms of their execu-

tion time and memory requirements on a digital computer) and which

produce seemingly good results, have already been developed and are

currently accepted techniques. Some work has also been done on

finding optimal solutions to this problem as a means of verifying the

effectiveness of proposed heuristics. Currently know techniques for

the optimal solution to this problem via integer programming have

fallen short of the desired objective as they require too much memory

and running time to be able to treat problems of realistic size and

complexity. We develop an improved technique which is capable of

handling problems of realistic size.

More formally, the problem considered here is that of finding a

minimum spanning tree subject to one or more constraints which in

qeneral are equivalent to demanding that the sum of the traffic asso-

S ciated with the nodes in any subtree must not. exceed some predeter-

mined maximum.

A minimum spanning tree is a luoop-tree collection of arcs joining

* a set of nodes such that the sum of the. lengths of the arcs is mini-

mal. In the case of a communication network, these collectio._s of

arcs are called multidrop lines.

Is,
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It should be noted that this constraint form is quite general and

encompasses many real-world constraints which arise in the design ol

centralized telecommunications networks. Thus, for example, in

addition to treating the obvious constraint imposed by line capacity,

it is possible to treat a restriction on the number of terminals on a

multidrop line by associating a uniform traffic with each terminal.

Also, the length (cost) functions which can be treated are quite

general. Any function which is not a function of the tree chosen is S

permissable.

Formally, we seek to solve the following problem:

Given li

1. A vertex (node) set. V =  {vii=0,1,...,nj represetiting the

terminal locations in the network. Node v0 is a distin-

guished node which we will refer to as the center. O

2. A symmetric function giving the length (cost) dij of an arc

between any pair of locations.

3. A constraint, m, on the number of nodes which may share a

multidrop line. This constraint can be generalized to allow

a weight or traffic, ci, to be associated with each node and

to require that the sum of the weights associated with the .

nodes on any multidrop line not, exceed m.

We define the set of nodes in the j multidrop line to be V. and

the multidrop line itself to be a minimal spanning tree TV. on V j Ivo. S

Thus, the constraint can be stated in terms of the cardinality of V.

as IV.I < m V. In the more general form, the constraint would be

c. m V.. We wish to find a tree, TV of minimum total
v. F V

I s
length satist yi ng the c:onstraint in 3 tbove . Thai is, we wish I o

e S.



minimize 2 d sut)ject to 'i, where vf, is the immediate predecessor

of vi, i.e. , the node closest to v i on the path between v i and v 0 in

T, and T is any spanning tree. We consider exact (optimal) solutions

to this problem. The primary motivation for the work is to develop "0

an exact algorithm capable of permitting study of the pertormance of

heuristics on a broader class of problems than was previously studied,

to gain insight into the performance of both exact and heuristic

procedures and, in particular, to pinpoint where and why they fail.

-S
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11. (.)'TLINE OF A NLW' ()PTIMAL S)Il;lI(N ICIINIQFuI

'There currenty exist several techni(Lues whIJh il yId uptimt

solutions to the CINIST problem. lhese techniques can be divided into

two classes - branch exchange methods (as proposed by lin (22) and

Frank (9)) and branch and bound methods (10,22). We concentrate

on the latter class of techniqueW..

The specific application of branch and bound techniques to the

! 0 solution of the CMST problem was proposed by Chandy and Russell

(3) and was subsequently refined (2) so that it could Ireal somewh,it

more meaningful problems. Subsequently, Elias and Ferguson (4)

proposed further refinements and thereby expanded the range of

applicability of the technique. Gavish (34) recently developed a

bound using Lagrangean relaxation.

The basic technique is, as has already been mentioned, a branch

and bound algorithm. The original problem considered has all branches

in the category "permissible," i.e., any branch may or may not be

o part of the final solution. Subproblems are generated by selecting a

permissible branch and making it. "prohibited" in one subproblem or

"required" in another.

"The relaxation used is simply to generate a modified MST by

including all "required" branches, excluding all "prohibited" branches,

and forming the tree of minimum ttai! length b. connecting (as yet

0 unconnected) nodes using remaining ("permissible"' branches. 0

Clearly, a solution obtained in this manner is a lower bound on

the value of a feasible solution to the subproblem as it is the tree of

minimum length. Note also that in the case where all arcs are speci-

fied (prohibit(d or required), the lower bound and solution are

* F ....
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identical and the suh1prtblen hothom n. In general, the subproblem

fathoms when

1. fo feasible sOlLilIOn exists to the subproblem, Ihis occurs,

when the rt'guir, brinches torm a loop, when the requir(.d

i branches create a subtree violating the constraints, or

when the prohibited branches disconnect the network.

Other criteria exist but are difficult to test for.
-I1 I.

2. The lower bound equals or exceeds the value of the best

solution found thus far.

3. The lower bound solution is feasible.

When all subproblems have fathomed, the current best solution is

the global optimum.

A number of ohservations have been made, which can be used to

accelerate a basic b)ranch and bound technique. ()ne of these, which

is used in the sequel, is given in Theorem 1 below:

Theorem 1: (3)

If branches (v ,vj ), (v ,) .... (v 0 'vK ), are part of
1 jo' j K

some MST, T, on V then there exists a CMST including

these edges.

I (Corollary:

It arcs (v 0 ,vjl), (v 0 , v j), . , v v. ) are present in the

modified .MST produced in any subproblem, then (it any

(NIS'Is exist in the subproblem) there exists a CMST on

the subproblem containing these arcs.

The preceding theorem and , orolla ry allow one to avoid consider-

ing subproblems with such irus prohibited. The techniques d(,vel-

oped in the sequel make (xpiit LISe of1 bat h observations as well ais

others made in the references cite(d.
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The inherent problem with the existing procedures lies in the

relaxation method used. At each step, the problem is relaxed to a 

modified MST. Unfortunately, this bound is often too loose to elimi-

nate a sufficiently large percentage of the subproblems to make the

procedure practical. This is particularly evident when the constraints "

are tight; it is for such problems that the relaxation is loosest.

Unfortunately, it is also for that class of subproblems that the known

heuristics display the widest variation in the quality of solutions. 0

Note that any optimal solution to the CMST problem has the

property that all subtrees are MST's on the set of nodes contained in

the subtree and the center. Thus, it suffices to find the optimal

partition of the nodes into subtrees. The technique which is devel-

oped in the following sections will thus generate partitions of the

nodes.

The technique works within the framework of branch and bound

algorithms, as did the techniques referred to above. We develop two

algorithms, one based on generating subproblems by restricting -

nodes, and the other based on generating subproblems by restricting

arcL. These techniques differ from previous ones in that the relaxa-

tion used here is tighter and thus, a smaller number of subproblems .

need be examined.

We begin by restricting the problem slightly. We seek a CMST

subject to the constraint that the number of nodes (rather than the

sum of the weights of the nodes) in any subtree not exceed a pre-

specified maximum. Since our primary intent here is to study the

performance of CMST algorithms, this modification would not, in

general, have a significant effect. Indeed, if one preferred, a node
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of weight K could be replaced by K nodes of weight I, providing one

is willing to allow the original node of weight K to be split Jmong

more than one subtree.

1o find a partition of the nodes V = {v. I i = 1,2 .... nl into

subtrees, we begin by making n copies of each node corresponding to

the possibilities of the node being in any ot n possible subtrees.

Thus, vij corresponds to node v i being in subtree j.

The problem of obtaining an optimal partition of nodes into U

subtrees can be thought of as one of selecting an optimal subset from

the set E = {vijI i=1,2,... n; j=l,2,...n}. Feasible subsets of E,

i.e., those corresponding to partitions satisfying the capacity con-

straint, will contain 1 vij for each i and at most m vij's for each j.

If we associate a weight, wi, with each vi the optimal subset of E

(hence the optimal partition of V) is defined as the feasible subset of "

minimum total weight.

An efficient algorithm (see 14, 21, 35) exists for the solution of

the problem of finding the optimal subset of E given the values of "

w,.. The algorithm, which can be thought of as a matroid interesec-ii

tion [1,17,19,20,29] algorithm or alternatively as a series of shortest

path problems in appropriately defined graphs, has a worst case

running time of order n-3 and in practice has a running time closer to

order n 2 (see 35). Unfortunately, the set of weights, wij, which

correspond directly to the "cost" (contribution to the overall length

of the CMST) of v. in subtree j can be specified only when the pro-

blem solution is already known. We can, however, define a set of

weights, wij, which have the property that the optimal partition found

using these weights will have a value (sum of weights) which is a



lower bound on the length of the optimal CMST. Thus, we can relax

the CMST problem to the problem of finding an optimal partition. 0

This, together with generating subproblems by successively restrict-

K ing either nodes or arcs, gives rise to an optimum CMST algorithm

within the branch and bound context. "

An appropriate set of weights, wij, can be defined as follows.

Suppose we are given, for each subtree j, the set V. of nodes per-

mitted in the subtree; a procedure for obtaining the V. will be given

below. One can then find Tj, the minimum spanning tree on the

nodes in V. i {Vo . Let d.. be the length of the arc connecting v.

to its predecessor in T. (i.e. , d.. is the length of the last arc in the

path from v 0 to vi in T.). The following theorem, which is proven in

(35), allows us to obtain appropriate w..-

Theorem 2: The weight of the optimal partition using w.. = d.. is aIi I

lower bound on the length of the CMST for the same V and M.

Furthermore, it is proven in (35) that other similarly defined

* w.'s also preserve this lower bound. In particular, suppose T.II I

contains a path (vo,...p Vq .... vx ... vy, ...) as shown in Figure
1. Let S be the set of nodes {V q,...vk...V. v and let w k be the

* largest weight of any node in S. Suppose wpj ' wkj. Define A

Wpj - Wkj. Then the following theorem holds:

Theorem 3: If a set of weights w.. = d.. is modified by transferring

* weight A from wpj to w where A, v and vs are defined as above,

the weight of the optimal partition is still a lower bound on the length

of the CMST for the same V and m.

Theorem 3 allows us to transfer weight from a node to its suc-

cessors in T. in order to guarantee that. the lower bound obtained

IS



0-9- .

from the partitioning problem is at east as tight as the bound ob-

tained using an MST, as is done 1 (2), (3), and (4). A proof that

this can always be done is giv i in (35). As an example of how this

works, consider the network shown in Figure 2a. The MST for this

network and the node weights corresponding to it are shown in Figure

2b. These weights correspond to the bound obtained using an MST.

Suppose, however, that we restrict v. from being part of a given

subtree j. The weights shown in Figure 2c would then be obtained if 0

we simply set w.. = d... Note in particular that w 2 j has been reduced1] 11

from 5 to 1. This reduction in w 2j could result in a loosening of the

lower bound. Theorem 3 allows us to transfer up to A = w1 j - w2 j, e0

i.e., 7 units of weight, from wlj to w2j and obtain the weights shown

in Figure 2d. Note that the w.. in Figure 2d are at least as great as11

the wij in Figure 2b. Thus, the lower bound obtained using the wij le

in Figure 2d will be at least at tight as that obtained using an MST.

In fact, the bound so obtained is significantly tighter, as is shown

by the computational experience given in Section V.

We now turn to the question of the branching rule within the

branch and bound procedure. Little was said by Chandy and Russell,

Chandy and Lo, and Elias and Ferguson on the order in which sub-

problems are considered in the branch and bound procedure. Classi-

cially, two approaches are available. The first is to always consider

the subproblem with the least lower bound. Alternatively, one can

use depth first search, where one always solves 'most recently gener-

ated subproblems before returning to older subproblems. There are

* advantages and disadvantages to both approaches.
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The first approach allows one to proceed without any good

feasible solutions to guide the process. The assumption is that

subproblems with the lowest lower bounds will give rise to the best

feasible solutions. Hence, one prefers to explore these subproblems

first in the hope that they will give rise to low cost feasible solutions

,vhich will eliminate other subproblems (with higher lower bounds)

from consideration. Also, by examining subproblems in this order,

one is continually narrowing the range between the upper and lower

bounds, and hence, has the option of terminating the algorithm when

the interval shrinks to some prespecified width.

There are, however, two major drawbacks to this approach.

First, one must keep (a potentially large number of) subproblems

around in order to select the next one. Thus, the storage required

for the procedure is potentially exponential. In practice, it was ^0

storage, not running time, which was the active constraint on problem

size in previously developed techniques. One could temporarily store

subproblems in secondary storage, but this would complicate and slow 0

down the procedure.

Second, by considering problems in ascending order of lower

bound, one will, in general, be sequentially considering dissimilar

subproblems. Thus, one cinnot easily take advantage of information

obtained in the solution of one problem for the solution of another'.

For example, in the Elias and Ferguson technique, the similarity

between modified MST's for related subproblems cannot be easily

exploited if this first procedural outline is adopted.

Using depth first search overcomes both of these objections. .

Indeed, a great deal of simplification is obtainable both in the genera-
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tion of subproblems and in obtaining solutions owing to the similarity

of successively considered subproblems.

The maximum number of subproblems which need be kept around

at any time is bounded by the number of nested specifications it is

possible to make. Thus, if one is restricting nodes, the bound is n;

if one is including or excluding arcs, the bound is (n). This essen-

tially eliminates storage as an active constraint on the size of the

problem which can be considered.

A further reason for using depth first search is that the major

reasons one would ordinarily choose the first procedure are not

A present here. Any of the existing heuristics can be used to quickly

generate a good upper bound. Furthermore, the procedures devel-

oped in the sequel lend themselves to generating feasible solutions for

all subproblems. Thus, a good upper bound is always available.

Hence, depth first search is used in developing the techniques

in the sequel. It should be further noted that the philosophy used

in developing these techniques was to create the simplest, most flex-

ible framework within which to work so that a variety of acceleration

techniques could be developed and tested. The concentration is on
q6 restricting the number of subproblems examined (which is exponential

in n) rather than the amount of work spent on each subproblem

(which is a low order polynomial in n).
4I

4

4



S-12-

Ill. NODE PARTITIONING

The first exact technique built around the above relaxation is

one which generates subproblems by restricting the subtrees a node

is allowed into. The procedure is described below. We begin by

describing the initialization procedure. 0

Step : (Initialize)

0.1) Find an upper bound, z , using a heuristic to generate

a good, feasible solution.

0.2) Find an MST, T, and identify arcs (v 0 ,vi), (v 0 ,v.i),
1 '2

.... (v 0 v ik).

0.3) Reorder the nodes so that v vi2,...v. are now v ,

v 2 , ..., v k '

TRUE i j
0.4) For 1 < n, set R.

(FALSE i =

[Rij is a logical variable which is set to TRUE if vii has

been removed from consideration in this subproblem.

Observations made above allow us to remove some vij

immendiately].
(TRUE i > I

0.5) For k < i < n, set R ij (FALSEi j

0.6) For i < j < n, find an MST, Tj, on V. /vo , where

V. = {viIRij = FALSE} i.e., Vj is the set of nodes

* permitted in subtree j.

0.7) Set wij = dij, where dij is the distance from v i to its

predecessor in T .

0.8) For j = 1,2,..., k, exchange weight between wij for 9

* 9.
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different values of i so that the resulting modified

weights, w. ,satisfy: S

W., > W
1- iO

where wio = dip i in the unconstrained MST, T, gener-

ated in Step 0.2 above. "

0.9) For j = k+l,..., n, exchange weight between wij so

that the resulting w! satisfy

w.'. > w .'. - 1 

"

ij - ]

The justification for all of these steps was given in Section 2.
Steps 0.8 and 0.9 guarantee that the individual w:. will all be at

1)

least as great as the weights assigned using unconstrained MST.

Hence, this is a realization of the statement that the lower bound

obtained using this procedure must be at least as great as the lower

bound obtained using an MST. This also holds true for subproblems.

Thus, we have initialized a subproblem with nodes 1,2,..., k iorced

into subtrees 1,2,..., k, respectively, since, for i < k, Rij = TRUE -.

for i 0 j. In the course of the depth first search, we keep track of

the following variables:

d = The depth of the search, i.e., the number of nodes

which have been forced. d is initialized to k.

dMiN = The minimum allowable depth. dMIN is initialized to k

since at least k nodes should will be forced.

IWd = The subtree which the dth node is forced into.

The depth first search proceeds by forcing node k+1 into sub-

tree 1; i.e., d is set to k+1 and IWk+1 is set to 1. It continues

either by increasing d (to force another node) changing IWd (to force
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a node into a different subtree) or decreasing d (to release a node

* after forcing it successively through all subtrees). The depth first

search procedure follows.

Depth First Search Procedure

* Step 0: Initialize problem (Steps 0.1 through 0.9 above). O

Set d = k+1

Set dMIN = k+1 Set IWd = 1

* Step 1: Solve the currently defined subproblem; i.e., find a

lower bound zL and a feasible solution z .

Step 2: If the current subproblem fathoms; i.e., zL > ZF , go

to Step 3; otherwise go to Step 5. '0

Step 3: Set IWd = IWd + 1

If IWd > NMAXd go to Step 4; otherwise set up a new

0 subproblem and go to Step 1. NMAXd is the highest

indexed subtree vhich the node at depth d may be

forced into. In section 3 we observed that one should

not skip over subtrees. Thus:

NMAXd = max (K, max [IWi]) K < i < d

Step 4: Set d = d+1

0 If d < dMIN stop; otherwise set up a new subproblem 6

and go to Step 1.

Step 5: Set d = d+1

0 Set IWd =1

Set up new subproblem and go to Step 1.

To set up a new subproblem, one need only modify the values of

0 a few R ij to impose (or remove) the restriction implied by the alter-

nation of d and IWd. Thus, after d is set to d+1 and IWd is set to 1:
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C FALSE j = 1
Rdji TRUE j > 1

After IWd is set to JWd + 1:

RdIWd = FALSE

Rd, IW d -I = TRUE

After d is set to d - 1:

R FALSE j < NMAXd

d+,J TRUE j > NMAX d

The search space can be further pared using the corollary to

Theorem 1. If, in any subproblem, one finds that two nodes, v. andI

vj, both forced into the same subtree appear in separate subtrees in

the MST formed, on the set, of permissable nodes in that subtree, then

the subproblem may be discarded.

As was mentioned, this optimal technique based on generating a

partition lends itself simply to obtaining a feasible solution to each

subproblem. The partition gererated at each step is feasible. One

need only generate MST's on each group of nodes to obtain a feasible

solution. A simple acceleration technique, which pro~ed to be quite

effective in practice, was to reorder the nodes v k+1'...' v n by

distance from v 0 , nearest first. This tended to increase the lower

bound most rapidly. Such nodes, when restricted to a single sub-

tree, were absent from all others, and the "deprived" subtrees were

often forced to connect to v0 over longer arcs.

The Rij are used in the optimal partitioning procedure in a

straight forward fashion; any element vi, with its corresponding Rij

= TRUE, is considered to be removed from the problem.



)-Ri3i 915 RESEARCH IN NETWORK MANRGEMENT TECHNIQUES FOR TACTICAL 4/5
DATA COMMUNICATION..(U) POLYTECHNIC INST OF NEW YORK
BROOKLYN R R BOORSTYN ET AL. 01 SEP 82 CECOM-80-0579-F

UNCLRSSIFIED DAAK(8-S-K-8579 F/G 17/2.1 NLEhhhhmhhmhhil
mEEElhhhlhhhEI
IIIIIIIIIIIIIu
llmhhmllhhhllu
lllhmhllllhhhu
//I///I////I//u
IIIIIIIIIIIIIu



111U11 LO11 2 211132

LI"

II1 "- - I11

IIIIIIL25

MICROCOPY RESOLUTION TEST CHART

NATIONAL BUREAU OF STANDARDS 19t3 A

* * ... ... _... ... . _* . S )- .



-16-

The weight exchange procedure described as part of the initiali-

zation, which guarantees that the weight on each node will be at least 6

as great as its contribution to the length of an MST, is used here as

well. At each level, K, in the decision tree, we save the values of

* the w.. in a variable referred to as wK. We then demand that w!.- =1] 11 i

, > 41V i.e., we exchange weights to enforce the restriction. The

justification for doing so is identical to that used in the initialization

* procedure. Note that this exchange guarantees not only that the S

lower bound will remain tighter than an MST, but also that the lower

bound will be monotone with the depth in the decision tree. Neither

of these things is true without the exchange. 'O

* -S

.'9a



-17- '

IV. ARC RESTRICTIONS

Another method of applying this relaxation technique to the P

solution to the CMST problem is to restrict arcs; i.e., to force arcs

to be either "prohibited" or "required" as was done by Chandy and

Russell and Elias Ferguson. Thus, the initialization and subproblem

solution are essentially the same as they were in the technique des-

cribed in the previous chapter, but the method of generating subpro-

blems is different. The solution order is still a depth first search. 'P

Some differences exist in the initialization procedure. Instead of

forcing a node into a subtree, we simply "require" the arcs (i 1 ,O),

.. 0K, 0) which are part of the unconstrained MST. This is, of

course, equivalent to what was done in the previous case. It is

implemented in a slightly different way, however.

The entire procedure, both during initialization and during

subsequent subproblem generation, restricts itself to dealing with

established arcs, i.e., arcs which connect a node directly to v 0 or to

other nodes connected to v0 by established arcs. Thus, each " I

"required" arc forces a node into a given subtree and each

"prohibited" arc forces a node out of a given subtree. As a new

subtree is encountered (i.e ...., when an arc of the form (v 0 , vi) is

made "required"), we simply assign the next available subtree number

to the subtree.

Subproblems are generated by successively restricting (requiring P

or prohibiting) established arcs. We again use d to represent the

depth of the search. Here, however, d refers to the number of

forced arcs rather than the number of forced nodes. Note that while
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the number of required arcs is limited to n, the number of prohibited

arcs is not. We thus have a different type of decision tree than we 0

did in the previous section.

When forcing nodes into subtrees, we dealt with a tree of depth

n but with nodes of degree sometimes as great as n. Here, we deal

with a binary tree of depth as great as ( ). It is not clear, how-

ever, especially with the paring techniques being used, which deci-

sion tree is actually larger.

The arc chosen for inclusion is,in each case the next arc to be

brought in by Prim's MST Algorithm (25); i.e., the shortest arc

connecting a node to some node connected to v0 by required arcs.

This has several advantages:

1. The arc chosen, if excluded, will tend to raise the lower

0 bound. This is important as it helps control the size of the

decision tree. Since a potentially large number of succes-

sive arc exclusions is possible, it is important that an arc

* exclusion result in an increase of the lower bound as often

as possible so that the fathoming process will limit the

depth of the search.

2. If the arc is of the form (v 0 , vi), it need only be consid-

ered as "required" and not "prohibited." This is a direct

consequence of Theorem 1.

3. If the arc (v i , v.) is prohibited, and hence, vi is excluded

from the subtree containing vj, then so are all arcs of the

form (v i , vK), where vK is forced into the same subtree as

v. This is a direct consequence of an Elias and Ferguson

result.
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We omit the details of the remainder of the implementation of the

arc restricting procedure as they are similar to the node restricting

procedure described above. j

i

V.'
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V. COMPUTATIONAL EXPERIENCE

The procedures described in the previous two sections were -

coded in FORTRAN and run a PDP-10. In this secton, we discuss

the results of experiments run to test the behavior of their run time

and effectiveness as a function of problem size and constraint tight-

ness.

Problems were generated by reading in n and m and generating

random X and Y coordinates for the nodes within a unit square. The 0"

location of the center was, in various problems, either random,

centered, or in the corner. Euclidean distances were used. Most

experiments were run with the center at the geographic center of the

unit square; in this way, larger problems could be examined.

Several series of problems were run with identical values of n

and m (and, of course, different randomly generated points) to see

how stable the running time is from one problem to another. The

standard deviation was found to be close to the mean for the problems

run. This essentially says that we should not pay close attention to -O

exact run times or the exact number of subproblems examined.

Series of problems were run varying n and m and using both the

node restricting and arc restricting procedures. Both procedures

were run with the identical problems and, furthermore, the same set

of nodes was used (with new nodes added as the problem size grew)

for all problems in this series. This results of this experiment are

shown in Table 1. As can be seen, the running times for both

procedures were comparable and run time grows exponentially with

problem size. (It was gratifying to find that the optimal solution =L

values found by both procedures always matched!)

0
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It has already been mentioned that these procedures yield lower

bounds which are at least as great as those obtainable using uncon-

strained MST's. This was verified empirically by actually generating

lower bounds with MST's as the algorithm proceeded. The program

was to print any exceptions, i.e., any times where the MST gener- 'S

ated a higher lower bound; none occurred. Figure 3 shows some

typical lower bound values obtained using partitioning and MST's. As

can be seen, not only are the partitioning lower bounds greater, but

they grow more quickly with depth. This is significant, as a linear

increase in lower bound value will reduce the run time exponentially.

To measure the impact of the difference in lower bounds between

the MST and partitioning methods, several problems were run first

with the partitioning method and then with the MST method of lower

bounding. The results of this experiment are shown in Table 2. As

can be seen, the partitioning algorithm examines a much smaller

number of subproblems, and apparently, its effectiveness increases as

the problems grow larger. Thus, although it is somewhat more diffi- 4

cult to evaluate the lower bound using the partitioning algorithm than

it is using an MST, it is less than n times as hard to do so. The

reduction in the number of subproblems which must be examined

appears to be sufficiently great to warrant the use of the partitioning

technique. Indeed, as the problem size grows, its attractiveness

seems to increase.
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VI. SUMMARY AND CONCLUSIONS

The purpose of this study was to develop improved exact tech- 0

niques for the solution of the CMST problem (a model of the multidrop

line problem) so that known heuristics for the solution to that prob-

* lem could be examined on a broader class of problems and so that new

heuristics could be developed on the basis of what was learned.

Much of this happened. An improved exact technique, based upon

generating lower bounds using partitioning instead of MST's, was 0

developed and computational experiments were run using it. The

bounds yielded by these techniques were tighter than those yields by

the MST based techniques, and hence, the number of subproblems

which had to be examined in order to obtain a solution was smaller.

Indeed, the decrease in the number of subproblems examined more

than compensated for the increased effort required for the examina- -.

tion of each subproblem. Thus, the new techniques served their

purpose in that they permitted the examination of problems not care-

fully examined before. In particular, it was possible to examine

problems with very tight constraints, although it was not possible to

examine problems of substantially greater size than had been pre-

viously examined. :.

Even with the improved technique, the growth of run time with

respect to problem size was found to be exponential, albeit of a lower

order than previously know exact techniques and of a much lower •

order than the solution space. Thus, one cannot use the technique

for large problems. A number of acceleration techniques were devel-

oped and incorporated into the procedure. :,

-9
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Thus, it was possible to examine sufficiently interesting problems

using the exact technique to make several insights into the problem.

The first is that the performance of the known heuristic degrades as

the constraint tightness increases and improves as the problem size

increases. An imporved heuristic [331 was also developed on the

basis of this study.

.1

'I --,
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Table 1: Number of Subproblems Examined

n m Node Restricting Arc Restricting

8 2 16 34
8 3 13 24

10 2 120 199 .,
10 3 57 68
10 4 67 73
12 2 298 696
12 3 375 362
12 4 171 138
14 2 766 723 -

14 4 526 379
16 3 not run 1085
16 4 818 737
18 3 not run 6832

*" :1
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TABLE 2: COMPARISON OF NUMBER OF SUBPROBLEMS EXAMINtI)
USING MST AND PARTITIONING AS LOWER BOUNDS

NUMBER OF NUMBER OF
SUBPROBLEMS SUBPROBLEMS

n m (MST) (PARTITIONING)
,S

8 3 87 24

12 3 2,767 362

20 7 4,205 146
I. 0

.9

9-



-29-

0

v p wp w0

s w K max (W.)

K es

Figure 1



-30-

V
0

4 So4 .
8 10 4

v- v 2  2a

10v2
15

V3

v 0

4

0,
Wij = 1 vW 3 = 4 2

1 5

WVj 2 =W 2 = 5W 
=

0 0

8 
8/

W.. 8 V., W. 4

%oIi 1i K 31

= w1 'v>w 5
V2 W2 j 62 2j

'92c 
2d

Figure 2



• Q- 3 1 -

3300 ,-3200
............................................ 

OPTIMAL SOLUTION

3100 - LOWER BOUND USING

INTERSECTION

3000 -

2900 -

2800- /~/

* * 2700- /

SLOWER BOUND2600 - USING MST

//
2500-

2400 - - .

2300 -

2200 -

0 1 2 3 4 5 6 DEPTH

FIGURE 3: COMPARISON OF LOWER BOUND VALUES USING MST AND
INTERSECTION

6r



0:

D.3 Network Design with an Objective Function Including

a Fixed Charge (Revised)

Kershenbaum 6

IEEE International Conference on Communications, June

1982, Philadelphia

.6



SITWORI DESIGN WITH .A 0sjICTzIV FUNCTION INCLUDING A FIXED f'ARGZ (Revised)

A. Kershenbmus ""

Polytechnic Institute of New York

S

I. Introduction

There are many net ork design problems which
would be easily solvable except for the presence .

of a fixed charge in the cost of each facility.
The presence of the fixed charge however. which
cannot be ignored without destroying th-i validity
of the model, makes these problems such more T
difficult to solve. We begin by presenting
several such probless and a ge.neral technique
wb.ich say be of use in obtaining solution. to all T
of them. We then focus on one such problem and
actually apply the technique to its s'iution. T

11. Problem Statements CT
The most basic problem, and the one which e T T

will ultimately focus on. is that of locating
earth stations in a satellite network. Ue are \
given a fixed set of N terminal locations and a T
set oi Mt potential earth station location sites.
Terminals comunicate with one another via the
satellite and they reach cae atellitd via direct
terrestiaL Connection to an earth station (see
Figure 1). The :out of connectin terminal i to
earth Station j is given by c. The cost of an Terinse

th j atmon
earth station at the j potential site is do- -. h Smain
noted by d The coat of a satellite link (or of S) -

the satellite itself) is is assumed to be dis-
tance i.dependent and lineasr7 related to its
capacity. Thus, tbe coast oi the satellite links - e lUtta Link
is not affected by the selection of earth sta-
t-ons and c1 tneceto-2 -.3noret. tie assume "S
initially tat tert are no capacity cvnsttintsa 

7 iure 1. N.TOlt .ODEi.
on the earth S£.ationa.

The problem described above &s a well- subject to:
knovn uncapacitated facility locati±a problem
(U_.P): X = I for all i

minimize Z a I I C.Xi + Id4Y~ r IY for all i and j
iml Jul t~ j -

i~l 'l .jXij ' Y ]ijo
< 
Tj 6f0, '1 fo. all L a

* This work was uoported in part by the US Amy Yj  10. :} for
Coradcom under 'rant DAAE-8O-X-*-0579 ao oy where X,,. cocrespor-ds to the fraction )i
the ,attonal a.ience Foundation under Grant teminal I 413S:Sned to ac" v; is
!NG-7908110 terinal i in to in i .te st is

I if tacility is inclikaed in the solation.



This problem haa been such studied (1-101. The lowing transformation. A bolus potential earth
book by Handler and .Nirchandani (51 is a compen- station location, eM, l, is introduced with d r1O
dium of related problems and solutions. The and C V for i:1,..Z. The corresponding
procedure of Erlenkotter (31 has been shown to be i,arpl i

successful in obtaining optimal solutions to many capacitated or uncapacitated problem is then
significant uncapacitated .acility location solved to find the optimal solution including all
problems. The procedure we will describe in the terminals. The bolus earth station and all
following section is equivalent to Ecleakotter's terminals associated with it are then removed

procedure in the case of the uacapacitated facil- from the optimal solution to yield an optimal

ity location problem but differs from his in that solution to the problem with a choice of which
it is based directly in Combinatorics (rather terminals to include (4]. Thus, we will limit
than in a linear programing dual) and is direc- considerations to the fixed terminal problems in
tly extensible to many other problems described the sequel.
below, among them the capacitaced facility loca- Aother closely related, problem is that of
tion problem. locating repeaters in a radio based network.

We note that the UFLP reduces to a trivial Here we assume we are given a set of I terminal
problem where each terminal is connected to its locations and M potential repeater locations.
nearest (least-cost connection) earth station if Terminals communicate via radio links to the
we ignore the fixed cost of the earth stations, repeaters. The repeaters communicate directly
This is the property which unifies all the prob- with one another, again via radio links, relaying
lee we will examine, messages between terminals. A terminal can or

There are may extensions to the UFP which cannot commicate with a repeater depending on
the distance between them and the nature of the

are also part of this class of problems. If a intervening terrain. Thus, we have a UL with
capacity constraint is imposed on the earth all terrn. Tw ise he a of
stations, the problem reduces to an assignt jw
problem if the cost of the earth stations is the cost matrix makes this problem different from
ignored and we assume either that the capacity the previously stated UFLU's in several important
constraint is on the number of terminals or we ways which will alter the effectiveness of the
allow a terminal to be associated with more than proposed solution techniques.
one earth station and the cost of connection is
linear with traffic. II. Basic Procedure

Another problem is that of designing a 'e now present a general procedure for the "
network as above where not all terminals need be solution of all of the above problems. For the
included. In this version of the problem, there sake of clarity, we describe application of the
is a value, Vi, associated with including termi- procedure to the solution of the UFLP. Similar

saL i in the network and we seek to maximize the procedures have been proposed by Held & Karp [bl,
profit, P, where P is given by and Camerini (1) for the solution of a broad

class of problems. Those procedures have been
M N N t shown to be effective in soe cases and ineffec-

P • V U -W Z C X - d Yj tive in others. One of our objectives is to shed 3
isl iul jet lj Xjl j ~l light on inherent differences among problems

which differentiate them in terms of the effec-
subject to tiveness of these procedures and others like

them.

X a W for all i LtCt Cij mc +P. where P is a penalty addedjet ij L ji

to the cost, Ci' - of connecting terminal i to

X. < Y. for all i and j earth station j. If P.. 1 0 for all i and j and
ij - i ij

Iit' il Y j s0, 1) for all i and j I P i a d

A capacitated version of this problem exists
by adding the constraints then the solution to the UFLP using C j in place

I. Xj ti 
- Sj for all j of Cij and d =0 is a relaxation of the original *1

i UFLP for ny Pi satisfying the above con-

ii
traints. Here the facility costs are distrib-

whore ti Ls the traffic associated with uted over the terminals. The solution ta the

terminal i and S is the capacity of earth sta- problem with d O is trivially obtained by se-
lecting the milmum C . in each row. We notetioo J. i.j

that the solution value thus obtained is indeed a

This problem can be reduced to the preceding lover bound to a feasible solution since
one, with fixed terminal locations, by the fol-



bound as large (tight) as possible. Thus, S.

(Ci " 
C )  

must equal 0 for some I with C < V; or else we

J would make V. larger.
where I is the set of terminals associated with J

earth station j in the solution to the relaxed Let J zjISiZO}. If. for all i, C.j > VJ
problem. for all jcJ except (or a single j tbe bound is

Ideally, we would choose the Pij to maximize tight. If C LJ<V j for two or more jeJ , there is

the value of the relaxed optimm and thus provide a gap between the lower bound and the feasible
asth ae outhreladoptimnd thuossbl , s rsolution. Erlenkotter suggests a procedure for
as tight a bound as possible, i.e., solve: adjusting the V. to sometimes eliminate such

.1aximize over P..
IJsituations. If a gap remains, one such j is

Z Iin (C + selected and alternately forced in and out of the
[z ij ij solution. The procedure is continued with the

* ij newly formed subproblems in place of the problem

This problem has been successfully approached which spawned them. A subproblem is said to

using subgradient optimization techniques (6,10). fathom, and bence is eliminated from further

For the moment, however, we defer further diss- consideration, when its lower bound equals or-

sion of how best to set the P and note exceeds the currently best feasible solution.

relatively simple heuristics often suffice in A similar procedure can be defiLed for the
many cases while in other cases even the optimal capacitated facility location problem. Again the
P*j (i.e. those maximizing the lower bound) leave fixed costs, d., are replaced by penalties. P J'
a lower bound significantly lower than the opti- added to the C satisfying P.j > 0 and
mal solution to the unrelaxed problem. Z Pij I dj. An assignment problem is then

For the specific case of the LIP, a linear solved to obtain a lower bound on the original
prograeming problem can be solved to find the problem. Heuristics for setting the P.. and
optimal P. .: obtaining a feasible solution are less htvious

here and very little work has previously been
,axaiiize Z X I Vi  done on these problems.

J

Cij + Pij 
- 
Vi for all i and j III. A More General Procedure

I PtLj 0 d for all j We nov describe the procedure in a more
i general context. Define a matroid, 1, tn be a

2-tuple (E,F) where E is a finite set of elements
Pij > 0 (e ljs,"'*N and F is a family of independent*i- .O

This is the basis for Erlenkotter's procedure subsets of E. Our notion of independence is very

but, again, he points out that often a simple general. We require only that independent sets,

heuristic suffices to set the Pj, satisfy:

The solution to the relaxed problem and the 1. If I e F and I c I then V t F; i.e., all

values of (slack) variables subsets of an independent set are inde-
pendent.

S . a 1 MAX (0, V.J - C.. :0

can be used as the basis for a branch and bound
procedure to find the optimum UFLP solution.
Specifically, we begin by setting the Pij and

solving the relaxed problem. We then obtain a
feasible solution to the original problem by
selecting the earth stations, j, for which S 1O. 

These correspond to earth stationa which justify
their cost by virtue of the savxngs obtained for
terminals associated with them. To see this,
note that, during the procedure,.we try to make
V. (or equivalently, the minimum C.. in row i) as

I Li
large as possible in order to make the lower
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.. Given two independent sets, I pad ever, Using the macroid properties that the6 Pie w aeedn 'es F nd ' l' agrtm sle .epolm

containing p and p * 1 elements respec- algorithm (;] solves t.he proble.

tively, there exists some eJclp.l, ej11p Greedy Alorithm

such that I le ItF. That is, we can
always find &n eleslent in the larger Lade- Steo 0: 1 * 0
pendent set (not already in the smaller one) i - 0
which can be added to the smaller indepen- Reindex the e. so that w Wk for

dent set without destroying independence. j k - fr-

The book by Welsh (9) is an excellent treat- Step 1: i - i + I
went of matroid theory and the boo by Lawler (7) If i > N, stop; I is the optimal
gives applications of matroid theory to the set
solution of combinatorial optimization proolems . * -
including much of the discussion in this section. Step 2: If I (e.) 9 F set I * I (ai
Camerini (1] gives much of tie rest. Return to itep 1

There are many types of matroids. Three Thus, we need only sort the elements of E
types are of particular interest to us: and examine each element once, testing for inde-

pendence with the previously chosen elements.
1. Metric Hatroids - Let E be the set of col- Assuming the test for independence is not too

unas of a matrix and F the family of sets of difficult (and it is quite simple in the tree
column which are linearly in dependent. cases above), the overall procedure is of the

order of a polynomial in N. Thus, large problems

2. Graphic Matroids -Let Z be the set of edges can be solved.
of an undirected graph and F be the family
of edge sets that contain no cycles (i.e., Furthermore, even if w. is replaced by any
mambers of F are trees and forests). monotone (increasing) f(w.) the greedy algorithm

3. Partition Hatroids - Let E be an arbitrary will still find an optimal solution; that is, the
set and Bi, i = 1,'"1 be a partition of E; optiml solution found using v. above is also

i.e., V B. a E and B. 8: z * for 1 t j. optimal for any monotone f(w Thus, f need

a i J 
I

Let F be the family of subsets of K con- only be evaluated for the e. actually chosen.
taining no more than AI elements from Bi ,  

I

i.e., Sometimes we wish to find an independent set
7 Aof minimum total weight subject to the restric-

- At for all tion that it also be of maximum cardinality. An

It is fairly easy to see these three notions example of this is a minimal spanning tree (i.e.

of independence satisfy the two required proper- finding a tree spanning all nodes and of minimum

ties and thus that the three 2-tuples are indeed total length). The greedy algorithm can be used

matroids. to solve this problem by setting w.j A - 2.
where the e are edges of the given graph, A. is

Latroida are of interest in the context of .

the solution of combinatorial optimization prob- the length of ej, and A > I for all j.

lems because of the existence of very efficient
procedures for the solution of problems which can Unfortunately, many problems cannot be

be shown to be equivalent to finding tie "best'. phrased as finding maximum weight independent

set in a matroid. sets in a matroid because the sets satisiying the
independent seconstraints do not conform to the two properties

Specifically, suppose a weight, w., is given above. One may, however, be able to phrase
the problem as the Lntersection ,of two or sore

associated with each element e. E for some matroids as follows.

matroid (E, F). We may wish to find the set I eF The intersection of two matroids, l4s2E, F
satisfying

• and fl22(E, F 2 ;, defined over the same set of
I(I ) = 3AX (M(I)) elements but with two different notions of Lnde-

ICE pendence, is the 2-tuple (E.F) where c F iff

where W(I) I V (IF and ItF2 ). Unfortunately, the intersection

j I J of tdo matroids is not a matroid and thus many
properties and algorithms do not carry over.

Without the structure imposed oy the satroid There is, however, an efficient algcrithm (c.f.

properties, the solution of this problem could .awler) or finding the maximum weight set IeF

entail examining all 1LF, potentially on te for an intersection of two matroids.

order if 2 subsets if 1EI=N. We can prove, how-



The intersec ion )t K matroids can similarly Coverage latr-x Cost IiatriA S
be defined as a Z-tuple (E,F) where !CF iff ICE.J 1. =I <=> C..=0
for all jzl,Z, -K. There "s no known algorithm ij LJ
with a running time oolynomial in the number of
elements Ln £ to fnd the maximum weight It! for CijO <cij M

2. Indeed. the problem for k > I has beoon One could thus consider solving the repeater
shown to be 'P-complece. It has also been shown location RLP) problem as a UTLP. In practice
that the problems for K>3 are essentially equiva- this turns out to be a bad idea because oi the!0q lent to problems for Ka3, i.e.,* it is only
slightly ore diffcult to solve problm for smetry of the RLP. In particular, all repeat-generl v than it is to solve problems for Ks3. ers have identical costs and all terminals Conneect with identical cost to repeaters which cover

them. An algorithm for the general UFL? wouidWe now turn to the detailed solution of one have to wade through a large number of alternate
of the specific problems described in the preced- optima. We can eliminate a large part of this
ing sections. problem and in fact use the symmetry to advantage
M. The Repeater Location Problem by applying the following dominance rules (c.f.

Garfiokle and .embauser) to eliminate potential

The techniques described in the preceding solutions:

sections is applied to the solution of. the re- Tat R A c A I)
pester location problem in a broadcast radio Jij
network. In this problem, we are given a set of
x terminal locations, ti, a set of M potential and T1 = {£ I c J a 11

radio repeaters, r,, and a coverage matrix C Thus, IL is the set of repeaters which can cover
ij

defined by: terminal, and T. is the set of terminals covered
by repeater j.

I if It can €omminicate with rj

C j t c othericst.Fe ie h: If Ri  Ric then ti dominates tk and
0 otherwise cam be eliminated from the problem.

A feasible network design corresponds to a selec- Rule 2: If T T
tion of repeaters which "cover" all the terminals R : Tk then r1 4ominates r, and rk
in the sense that sach terminal can communicate can be eliminated from the problem.
with at least one repeater. (We assume the re-
posters can always communicate with one another.) It is easy to see that it suffices to con-
An optimal solution is a feasible set of repeat- sider only undominated terminals and repeaters in
ers of minimum cardinality. In this simple form seeking an optimal solution to the iPJ since any
of the problem, all repeaters are assumed to have solution containing a dominated repeater could
identical cost (say, ) and unlimited capacity. have included an undominated reoeater instead and
Thus, the problem is: any solution which covers an undotsinated terminal

also covers all terminals dominated by Lt.

linamize Z a Z Ti To get the full benefit of dominance among
jul

J  
terminals and repeaters, rules I and 2 should be
applied repeatedly until no further reduction in

5the problem can be effected, because it may be
s.t. I C ) j IT > for i • ,"'N that rj domintes rk after some dominated termi-

nal are removed from consideration. Further-
or, a o the course of a branch and bound pro-

a T cedure, where repeaters are forced into and out
of the solution to define disjoint subproblems,

The variables T. correspond to selecting the rules 1 and 2 may be successiully applied to find

repeater in potential location j (Y.j ) or not further dominance in subproblems.

selecting it (gJO). This is, of course, a set A version of the above procedure was coded

covering problem (c.f. Garfinkle and ,femhauser). up and run on a variety of problems. The results
of these runs are sbownu in Tables I x 11. As can

We could also considered this problem as an be seen, the procedure is quite efiective ior
uncapacitated facility location problem (UTL). many problems even though only relatively naive
In this latter case, the coverage matrix corre- branching and bounding heuristics were used. in
sponds to the matrix of costs of connecting particular, the branching rule used was to fiud
location i to facility j in the TTP as follows: the repeater which covers the largest nuber of

currently uncovered and undosinated Lerninals and
alternatively forcing Lt in and out or the soLu-
tion. The lower bound, ZT.3, was generated for

each subproblem using the followLng procedure.



Step 0: z - aumoer or repeaters forced into TABLE [I (Ranao Coverage)
tae olution n this subproblem

XT 1R 0 SOL'M COUNT
W i o50 20 .10 9 1

- if Cij - 0 50 .20 7 31

Step 1: For each repeater, r., Let N = the 50. 20 .25 6 51

amber of uncovered and undominated 50 20 .30 5 15
terinals covered by r. Also, let 50 20 .35 63

S j . S is the remair.g weight tobe 20 .50 3 15

ssigned in column j of the cost matrix 20 .70 3 27

stop_2: Fiad the cOlumn (repeater), K. with 50 20 .a0 2 1
maxifum S Ei .J We omly consider J 50 so .05 17 9'I
t at N. 0. Let b a S/Nso1

.3O5 50 .10 11 157
Stay 3: For i 1, N

(For j 1, M so so .30 5 373

(if Cik I and C aij + b 50 SO .50 3 41
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ABSTRACT ure switching technology, will always be attractive.

The algorithm presented is unified. It pro-
An algorithm is described for designing cir- vides a circuit switched network design for a pre-

cult switched networks. In contrast to previous specified end-to-end performance criterion -- the

work, the algorithm considers both voice and data probability that a call is lost. The design spec-
traffic. The network design is cost efficient. ifies the network topology -- the connectivitv of

It provides topological design as well as routing network nodes and the dimension of links in terms
doctrine. Performance analysis for both voice and of number of trunks. A routing doctrine is speci-
data traffic is carried out. fied with both primary and alternate routes. The

average cross-network delay performance for data

INTRODUCTION traffic is provided. Network cost is given, hav-
ing been computed from both link and node require-

Circuit switching is a technology which has ments. It should be emphasized that only the back-

long been employed in voice communication networks, bone network is considered. Local traffic is as-
In such networks, prior to any communication tak- sumed to be concentrated at the backbone nodes us-
ing place between two users, a connecting route is ing standard teleprocessing techniques such as mul-

established between them. A sequence of channels tiplexing and concentration. The authors have drawn
or trunks is reserved for their use. The route is from a wealth of previous work in the area of cir-

dedicated to their communication for its duration. cuit switching. Specific acknowledgement is paid

If a route cannot be reserved, due to traffic con- to the work of Katz and Kneplev £2) and £31 . How-
gestion, the user initiating the request for con- ever, it is believed that this is the first algor-
nection is "turned away." His call is "lost." ithm which considers both voice and data traffic

Circuit switched networks are thus characterized carried on the same circuit switched network. Fur-

by an overhead delay in the establishment of the thermore, the voice and data traffic are not multi-

connecting route. However, they are also charac- plexed on the same channels, (in a TASI type arran-
terized by a low delay during the actual period of gment), rather they contend for available link cap-

C€omunication. This is due to the absence of any acity.
contention after a route has been set-up. These

are conditions well-suited to voice communications DESCRIPTION OF THE ALGORITIM
The duration of the typical telephone conversation
is normally much greater than the time for route High Level Description
set-up. The overhead can be easily tolerated. Before proceeding with a detailed description

The present paper provides an algorithm for of the design algorithm it would be worthwhile to
designing circuit switched communication networks, take a look at a high level block diagram, illus-

In contrast to previous work, attention is direc- trated in Figure 1. The major functional segments

ted to combined voice + data traffic, rather than of the design procedure are shown here. The PRE-

to voice traffic alone. There is great interest LI24INARY SEGMENT provides the necessary design in-
in designing networks for such integrated communi- puts, e.g. node locations, traffic, desired perfor-

cations. Traffic vol.ses are much higher than in mance, etc. It also 'massages" the inputs, putting

separate networks. Consequently, savings can be them in the form necessary for later algorithmic

achieved through economy of scale. procedures. The TOPOLOGICAL DESIGN SEGMENT carries
In most integrated communications voice traf- out the optimization of the network design. It pro-

fic (at least at the outset) is much higher than video a cost effective connectivity of the nodes

data traffic. Circuit switching provides a teas- for the desired traffic. It also dimensions the

onable connection technologv. This is the net- netwoik links to meet che desired performance gohl.
working alternative, which from the delay point of The ROUTING SEGMENT gives the doctrine to be used

view, is most well-matched to the dominant traffic on this topological dezign. It defines the routes
element. If data traffic grows relative to voice through the network usod to connect desired end-

traffic, arguments can well be made for using )t- user nodes. The block labelied NErWORK SPECIFICA-

her methods of connection, such as packet switch- TIONS sur.xnarizes the network design up to the point
ing or hybrid switching. However, in a conbined in the algorithm; that is, the topology, trunk di- 0
environment voice traffic will always be signifi- mensions and routing d..ctrine. The VOICE PERFOR-

cant. Circuiit switched networks, with their mat- MANCE ANALYSIS SEQENT analyzes the performance of

CH1511-5/n/O000-1001 $00.75@198n IFEF



the networ, stored in the IFTWORK SPFCIFICATION !owing wav 1p7n h, , qrr T. A ..I..

with respect t, voice traf ic. It ,'st :mates the generatl ion, a cnn i,. r it. h .,' .t ,, ,
average probabi Ii tv of a l.st ca Jl for tb,, l v.,eril is ht a ined h i .-, t. i'. ' I.. 
input traffic. This is the probahtl itv that a is carried our eVr ,. .f . i ..

voice communicator desirine connection to a remote is obtained. T e rv), A !i, ssj ,, ai
node is turned away. Nothing is done it the aver- fed into the connect ing r ),te. it a rat.t r R hit s
age probability of a lost call is within a .iven Fvr ,,nd The. r.- : '. I ;! r: ,' .. . ! i
tolerance of the goal in the PRPEI.AYITARY SECIENTt . sini e "essaci transt, r- iV,, c ..r i i .s tt,'n
Otber-wise, instructtd adjustments are fed back to broken. !A and R are li, I in th. IN1UT bIWK
the NETWORK SPECIFICATIOtN. The topological design Typical values are 10 an 960,. Type B intvrac -
is not changed. However, the link dimensions in tive traffic is assumed t, have the tollnwing L:ia-

terms of trunks are changed to bring the measured racrertstics. An interact ive tmessage. is LB bits
average probability of a lest call close to the long. A stream of interac, iye messaes generated
desired goal. The DATA PERFORIMANCE ANALYSIS SEG- at one node with another as the destigiattin have

MENT measures the average cross network delay for time separations of T seconds. T is the "think"
data traffic carried in the resulting network sto- time which depends upon the speed and attention of

red in the NETWORK SPECIFICATION block. The de- the terminal user generat ii the messases. Upon

sired goal for delay does not impact network de- the start of a Tv;e B -essae generatbn.' se"ste

sign. This block is merely a post-processor. The (the generation of the tirst cessage) a r ute is

COSTING SEGENT block computes the transmission dialed up, as for a T'pe- A fessage. iiowevcr , ttm
and switch cost for the resulting network. FinallN the first message is sent, the route is not closed
the OUTPUTS block summarizes the circuit switched dowm. Rather, it is taken to be held open until
network design. K-I additional Type B messages are sent over it.

Messages are assumned bufferred and fed to the con-
., .,,, .... necting route at a rate of R bits per second. The

i ,.. , , . ., . ... .. parameters LB, T and K are provided in the INPUT
'-i .__...____. . BLOCK. Typical values are LB-1OO0 -- a standard

teletype line, T1 sec. and K-200 or I. K=200
corresponds to classical circuit switching of an

interactive data stream. Here, after dial-up a
terminal user holds a connecting route to a compu-
ter for an entire computing session. K-1 corres-
ponds to "fast :ircuit switching." Here, dial-up

Fig. 1 High Level Block Diagram of Algorithm and routing are carried out for each interactive
message.

Detailed Description
A detailed description of each portion of the P5ELI-inm st5t

algorithm structured in Fig. 1 will now be given.

Preliminary Segment Consists of three separ-
ate blocks shown in Fig. 2. The INPUT BLOCK stor- p'i.-Aao
es the constraints which the network is designed :P,!T ,×C it0ci ,BC,

to satisfy. Here are the backbone nodes and their
locations. These are labelled 1,2, ...i,...J,...
The voice traffic is stored as a matrix -Vi ] and --

the data traffic as a matrix EDi9j. Voice traffic

units are Erlangs and data traffic units are bits
per second. The i-J entries of each of these ma- Fig. 2 Details of Preliminary Segment

trices constitute the traffic originating at node
"I" which is destined for node "j". Voice traffic The PERFORMANCE GOAL BLOCK stores the end-to-

is taken to be symmetric. A party initiating a end performance desired for the circuit switched

voice call must automatically provide an answer- network being designed. This is the average ,nd-

path. An Erlang of voice traffic originating at to-end loss probability, PL , averazed over al

node "i" with destination "j" automatically imp- node pairs and weighted h,. traffic. It al'o inc-

lies an equal flow frotn "j" to "i". The design ludes the average cross not'.nr c ,ela.. desire:] for

al.gorithm assumes a particular "architecture" for Type A and Type B messages -- aiair averaged ovr

handling data traffic. Parameters associated with all node pairs but we'ighteJ i;v '-. dati traht.c.

this architecture are provided in the INPUT BLOCK. Before the actual network dEtsmrk nro:-, .re caln

Specifically, two different tvp,:s of data messages begin some processing of the ptra'reters scored in

are allowed to be handled by the desired circuit the INPUT BLOCK must be carried out. This is done

switched netwnrk,a bulk file transfer (Type A) and in the CONVERSION BLOCK. ccicstl, , the tnter-

a short interactive message (Type B). A fixed node distances are computed ising the no,' -oca-

fraction of the data traffic palers, RHOA is asst,- tions. The inter-noJe distances nre stored in the

med to correspond to Type A traffic and a fixed matrix [L, . The i-J entrv oi this matrix Is a P
fraction, RHOB is assuacvd to correspond to Tvpe B measure of the cost ,f a link irectlv c'nnect!ng
traffic. Type A file transfer mess.iges are taken node "i" to node "J". The ".tonrk dosi o, procediim
to consist cf TA bits and are handled in the tol- operates with a combined traftic matrix of voIce
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and data traffic. The combined entry haq units of Lengthi Wij l. ij This is an NN x N N t
F rl a n-.! He nc e, the dat a tra it I c h.i, t., he c 'vtr- Letivth i., A weighted distincet), twten it 1,'
ted to equivalent ErLang vailue .nd dd,-i t0 the n j

voice traffic. This is carried out in this hbo:k, and node "J". With the matrix 1.en!th '
by computing the average number of data cal Is per the CONNECTIVITY BIOCK considers vatl s,,(, ,

second and the call holding t tr e Vt t lI .s irit c node pairt -', 1io r. It uses a "sh,,rr. t I"
data traffic characteristics and handling .tr.rei algorithm to connect the nodes in each pair. Fic!

The following formula is used to compute ED.., the ordered node pair'X,7 is connected by .a r lt .
directed links from Z-to-3'. However, lenithm; in

Erlang value of the data traffic oriinating at the shortest path al4orithm are taken r- Iativ, r
node "i" with -nde "J" as destinationthe weighted distances given by matrix [Lvngth, ,-

EDij (RHOA)(D. )+(RHOB)(Di..)I +(I-I)TjL In the first iteration the network put out by the
EDRuj L i ---)rk LB CONNECTIVITY BLOCK will be fully cunnected.

With topological connectivity defined the

With this, the Total Traffic Matrix LTi 4V'J+ TRUNK ENGINEERING BLOCK is entered. Each ink of
LED i the connected network is considered. All of the

[ED i  is computed. end-to-end shortest oath routes, determined i. the

CONNECTIVITY BLOCK, utilizing a given link are ,t-
Topological Design Se',ment is the heart of umerated. The end-to-end traffic requirement tor

the network design algorithm. Optimization of the each route is obtained from the matrix [ T For
network is carried out in this segmer.t. Details
of the Topological Design Segment are illustrated a given link between nodes "i" and "J", the sum

in Fig. 3. Certain parameters must be defined be- end-to-end trffic A j of all "weighted' hortest

fore the optimization procedure of this segment path routes traversinR this link is obtained. If

can commence. This definition takes place in the circuit switched "calls" are routed on these rath-,

INITIALIZATION BLOCK. Specifically, the value of Aij upperbounds the traffic that will be offered to

a parameter "E" is st equal to I PL' This cor- directed link (i,j). The TRUNK ENGINEERING BLOCK
fNsolves the equation E - E(Sij

, 
AN.) for SI and

quantizes it. E( , ) is the bloc ing probabil-
responds to the link blocking probability "guess- itv given by the Erlang B formula. S.. provides
timate" required to achieve the desired end-to-end • ij
average loss probability. PL was given in the dimension of directed link (i,j) in trunks.

L The COST METRIC BLOCV computes a measure cf
PRELIMlNARY SEGMENT. This "formula" for E is de- the cost of the connected and trunk dimensioned
rived from a "union" ound assuming that on the network which has been produced by the two previous
average there are 4NN links in each end-to-end blocks. COST METRIC -S W L S. . The sum is
route. A parameter "TEST" is set initially equal ij Ij ij
to D. This paramter is used in the test for con- over all ordered node pairs i,j which are adjacent
vergence of the optimization procedure. Finally, in the network. The value of COST METRIC is com-
a matrix LWij1 is defined. This is a NN x NN ma- pared to the value of the parameter TEST. If it is
trix. It is referred to as the "weight matrix." greater than or equal to TEST, the TOPOLOGICAL DE-

Initially, it is defined as having all entries SIGN SEGMENT is exited. If COST METRIC is less
equal to I. than TEST the optimization procedure continues.

Since TEST -00 initially, the procedure continues
Sga ,, ,, for at least two iterations. When it continues,

TEST is set - COST METRIC and a new weight matrix
[wu] is computed from the following formula,

LThe denominator in this formula is the rat of

change of E(S,A) over the interval [s, S+lJ, i.e.

E(S+I, A) - E(SA). This can be reduced to

"','- -=~ ei-..- W - E(S-1,A) - E(SAy.
E(S,A) - E(S+l> A) (A!S) E(S-lA frI

The above two formulas are evaluated at S=Sii

A-Aij. The TOPOLOGICAL DESIGN SEIK.NT then goes S
the next iteration. The CONNECTIVTTY SI.CCF no,"

Fig. 3 Details of Topological Design Segment computes the matrix .Length j using the new wei K
matrix. This iterative procedure continues untila

The TOPOLOGICAL DESIGN SEGMENT operates by COST METRIC:?- TEST is obtained. By studving th,.
connecting nodes with "short" high usate routes, formula for W11 one may note that low values are
Withany "rational" cost measure this should be ec- obtained when dealing with a link which in resi'o, r
onomic network. With paramcters defined tn the to an incremental increase in offer,ed flow can a,'-
INITIALIZATION BLOCK, tle CON'ECTIVITY BLOCK is leve the desir~d blockin, probabi litv, F, 6:",' -
entered. Here, nodes are connected ov routes us- few additional trunks -is possihl.. Tl.e TOPOI.OZ1.AA1
ing the following procedure. The CO:ThCTIVTY DESIGN SEGMENT achieves a connectivity ,I the n''"
BLOCK computes a matrix [Lengthijj . The i-J com- by employing short, highly utiliz.d directed linkq.

ponent ot this matrix is given by the fornula This provides a cost-efficient circuit switched
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network. Note that the use of the weight matrix
and t0- SCi f iL forula for the weight are simi-
lar t,, the , ,nvex hranch , limtnat tioi method used
to design packet switched networks.lN rewoks-

Routing Segment In circuit switched networks__
when a c, uinit jr)r .it "i" "tal " to )ne

at node "j" a c ,nnett ion is t trst attempted oy ',

reserving trunks on a path termed the "primary -

route." If due to blocking the connection cannot
be completed an attempt is made at reserving
trunks along an alternate route. The ROUTING SEG-
MENT of the algorithm, shoun in Fig. 4, provides Fig. 5 The Primary Route From Node "i" to

both primary and alternate routing doctrines for Node "J" with Diverging Alternate

the network derived in the TOPOLOGICAL DESIGN SEG- Routes

MENT. The primary route from node "i" to node "J"

isto design a cost-efficient network satisfvin a
these two nodes. "Shortne.s" here is taken o constraint on P . The TOPOLOGICAL DESIGN SEGYLNT

mean length relative to [Length -, as computed in attempts to meek this constraint b% sizing th

the last iteration of the TOPOLOAICAL DESIGN SEG- trunk dimensions of each link to correspond to the

MENT. The alternate routing doctrine defined is trunk engineering by urilizing the Erlans P fetu-
a fom cf "progressive routing." A detailed des- Ia. However, the data traffic and alternate rout-
cript on o it is given in Ref. .. Basically, ed traffic nay not have the Poisson arrival sratis-

citics asme by thi foivula As aef result tascaey
at each of the interior nodes of the primary route tics assued by this forula. As a result, the

connecting "i" to "j". there is a table which network initially stored in the NETWORK SPFCIFTCA-
lists ruutes to node "J". These routes diverge TION BLOCK may not meet the desired PL. The VOICE

from the primary route at the interior node. The PERFORIMANCE ANALYSIS SEGMENT and INSTRUCTED ADJUSr-
routes in each table are ordered in a hierarchical MENT BLOCK correct this deficiency. The VOICE PER-

manner. In attempting to reserve the primary FORMANCE ANALYSIS SEGMENT analyzes the network

route, if blocking is encountered at interior node stored in the NETWORK SPECIFICATION BLOCK and ob-

'"", the routing table residing at this node is tains an estimate, called 7L, of PL.. Detaiis of

consulted. An attempt at completing the route is the analysis procedure are given in Ref. [47. Tht
then made along the first entry in the table. If estimate FL is compared to the desired value of PT
there is blocking along this route the second is If it is within A , (typically -10-3), the net-

. tried, etc. If there is blocking along all of work stored in the NETWORK SPECTFICATION BLOCX is
these routes the "caller" is turned away from the accepted as the design and the algorithm proceeds
network. The primary route and possible alternate to the DATA PERFORMANCE ANALYSIS SEGMENT. If L
routes in one situation are illustrated in Fig. 5. is not within A the algorithm proceeds to the IN-
In the version of the algorithm which has been ii- STRUCTED ADJUSTMENTS BLOCK, which ccmputes a new
plemented, diverging alternate routes are taken to value of link blocking probability form the previ-
be the second shortest route, the third shortest oub one for trunk engineering. The new value,
route, etc. Shortness is taken according to the E(new), is obtained from the following formula.
last values of ULength 61. E(new) = E +(l/JTN) (PL - 70 The INSTRUCTED AD-

JUSTMENTS BLOCK then takes the network topology
?WING SEGMENT stored in the NETWORK SPECIFICATION BLACK. It car-

ries out the trunk engineering of each link tc sat-
I isfy the blocking probability, E(ne-,. A new net-
I Iwork is then produced; the routing doctrines stay

I the same. This new network replaces the previots
ane stored in the NETWORK SPECIFICATION BLOCK. Its

PRIMARY ROIVT ALTERNATE loss probability is analyzed in the VOICE PERFOR-
sLOCK ROUTE BLOCK MANCE ANALYSIS SEGNT. The procedure continuesas

described above until the trunk engineering procdu-

ces & 'k within a of the desired PI..
Data Performance Analysis Segment This block

*~ L---- - -- -- -- -- - --- - -
computes DA and DB' the average cross-network de-

FIG. 4 DETAILS OF ROUTING SEGMENT lay for Type A and Type B data nessages, respe:t-
ively. The average is taken, among other things,

Network Specification In this module of the with respect to all node pair oata traffic require-

algoritln the network design is stored: that is, ments. These qudatities are computei by obtaining

the topology, link trunk dimensions and routing for each traffic type. This is the average
doctrine are summarized. cross-netwerk delay for a dAta message (either

Type A or B) which has its source at node "i" ad 'S
Voice Performance Analysis Segment and Ins- destination at node "j"., UY is coputed by the

tructed Adit-stments The goal of the algorithm is algorith using, DLj = CL t vF Ct + Cr" CL 1o
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the average time taken in waiting to redial until a DEC 20150 with the TOPS 20 operattnK svirem.
a route is finally granted. It has been assumed The memory required was close to t)) )();6 bit)
that if a data communicator is turned away he re- words. S
dials after 10 seconds. lence, CrL-O PL/(°-PL)-

Cp is the signal propagation time, which is deter-
mined by the actual length of the i-to-j primary
route. Most traffic will go along this route. Ct
is the transmission time for a message, given by
the formula C-.message length/R. Message length
is LA or L; as specified in the PRELININARY SEG- •
MENT. Cr s the average time taken to set-up the

route connecting node ' to "J" or to turn the
communicator away because of inability to reserve
a route. Let this actual route set-up time be de-
signated as Tr. For the Type A file transfer me:- Fig. 6a PL - .002, Cost 

= $2,476,025 per month

sage, or for a Type B interactive traffic with
classical circuit switching, the entire set-up de-
lay is borne by the first message. The remaining
K-I messages have zero set-up time. In this case
the average Cr - Tr/K. The value of Tr(or Cr) de-

pends upon the type of signalling employed by the
circuit switched network in order to set-up a
route -- 'the methods used to transmit routing in-
formation through the network in reserving trunks.
The design algorithm assumes that Common Channel 0
Interswitch Signalling is employed. Separate di- Fig. 6b PL .01, Cost - $1,903,429 per month
gital links are assumed to connect the nodes of
the network and are reserved strictly for signal-
ling information. Routes are reserved by sending
small addressing packets on these signalling lidcs.
Transmission occurs at the rate of R. bits per se-
conds. Typically, Rs - 9600. A circuit switch
model is incorporated into this block of the algo-
rithm in order to account for delays in the swith
These delays correspond to queuing delays in hav-
ing the switch deal with the routing requests and Fig. 6c PL - 1, Cost * $1,832,319 per month
finding a path through the switch.
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the continental United States. They were designed
for total voice traffic = 5400 Erlangs, total data
traffic - 361 kbps, RIHOA = RROB - 0.5, K = 200
(classical circuit switching), LB - 1000, T - 10.
The designs were carried out for different values
of PL' Costs are noted. These designs were ob-
tained by implementing the algorithm in Fortran
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ABSTRACT The problem of determining the optimal number of WATS lines
given an hourly profile of outbound calls from a given location is considered. It is
shown that the relationship between cost and carried load under the new WATS
tariff with a very small fixed charge for lines is relatively smooth and unimodal. It is
thus possible to obtain globally optimal solutions to most problems by using a very
efficient local optimization procedure which only considers addition and deletion of
single lines and the exchange of one line for another Computational experience
with this procedure and a comparison with exhaustive search are presented.

1. Introduction Long Lines within the continental U.S. In this

Wide Area Telephone Service (WATS) is a case the continental U.S. is divided up into 5
service ofred ytelephone vc paTnis to bands. Band 1 consists of area codes close to

service ofred by lepo e pes to the caller but outside his state. Band 2 con-
provide volume discounts to larger users. Un-

til recently, WATS offerings included both full sists of these area codes plus others rome-
and measured service With full service what farther away. This continues until Bandad mesr wsermithd fuseally s e 6, which includes all area codes in the U.S..
WA S, the user was permitted essentially un- including Alaska, Hawaii. Puerto Rico and
limited calling for a fixed monthly fee. Meas- the Virgin Islands. In this paper. we will deal
ured service provided for a lower fixed fee. 10 prmilwthhe5WTbadwic vr

hours of free service and an hourly fee for primarily with the 5 WATS bands which cover

usage in excess of 10 hours per month. The the continental U.S. outside the callers state.

new WATS tariff eliminates full period WATS Thus, each WATS band includes all the lower

Service and offers a somewhat modified form numbered bands and represents a roughly fixed

of measured service, percentage of the telephones in the U S re-
ohereasure acally manyogardless of where the caller is. The specificThere are actually many WAT$ offerings area codes involved are a function of which

for both inward and outward callers to and
state the caller is in. The service applhes only

from a given location on either an intrastate or
to interstate calls. Most states, if not all. have

interstate basis We will focus here on the in- intrastate WATS seivice but may have dif-
terstate out-WATS service offered by AT&T ferent characteristics and are not the subject

This work was supported in part by a gran from Con. of this paper. The service applies nnlv to out

Tel Information Svsi, ms ward calls from a single location. The in

0276-0037/8210102.161-i 113 ,5/0 Computer Science Press Inc 161
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terested reader is referred to [1) for all the C, is computed in a simil mariner C,. is
details of this tar!,f Its saliant numerical pa- simply t) 92 ( H, The con l:.nls used to
rameters are described in the following sec compute C,, are exactly 6[5% of those to corn
tons. pute Cj This. presumably. reflects the fact

In order to use WATS service, the user or- that DDL costs in the evening are 65% of the
ders one or more lines, which we refer to as a day rates The night time hourly cost is. ap-
group, in one or more of the 6 bands A line proximately 40% of an average day rate, ,
in a given band may be used to place an inter- again paralleling DDD costs Table 1 gives the
state call to any area code in that band Note WATS and DDD costs (estimates) for New
that if the user has both Band 1 and Band 2 York City These are used in the computa-
groups, for example, a call to an area code in tional experiments and examples presented in
Band I may use a line in either group. In addi- the rest of this paper.
tion to ordering lines, users must decide on
how to route calls That is, they must decide
whether to allow an outgoing call to use a
higher numbered band if no lines in its band lIt 15 Next 15 Next 40 All Other
are available, or overflow the call to DDD Band Hours Hours Hours Hours
(Direct Distance Dialing; i.e., the call is placed 1 15.13 13.46 11.79 9.98 .
as an ordinary long distance call), or block the 2 17.32 15.42 13.52 11.43
call entirely. 3 18.14 16.15 14.15 11.97

4 18.89 16.81 14.74 12.47
2. The New WATS Tariff 5 19.91 17.71 15.53 13.13

The new tariff, as it is used in this paper, is
described in detail on the 8th revised page Table lB. WATS Line Evening Cost (Hourly)
14.1 of AT&T Tariff 259 [1]. The significant
change from the old tariff is that full period 1st 15 Next 15 Next 40 All Other
lines are eliminated and only measured lines Band Hours Hours Hours Hours

remain. Specificaily. the cost of a WATS line 1 9.83 8.75 7.66 6.49
carrying Hd hours of traffic in the daytime, H, 2 11.26 10.02 8.79 7.43
hours of traffic in the evening, and H, hours 3 11.79 10.50 9.20 7.78

4 12.29 10.93 9.58 8.11 oI
of traffic at night costs: 5 12.94 11.51 10.09 8.53

C - 27.50 + Cd(Hd) + C,(H,) + C,(H,)

where Tabie 1C. WATS Line Nighttime Cost (Hourly)

C.l(Hd) is the cost for Hd hours of daytime Band All Hours

naffic. computed from a piecewise linear func- 1 5.26
on. i.e. so much per hour for the first 15 2 6.02

hours, so much per hour for the next 25 3 6.31
4 6.56

hours, etc For example, for a Band 5 line in 5 6.92
New York City,

Cd = 19.91 x imin(Hd, 15)] Table 1D. Daytime Average Cost
From New York City

+ 17.71 x Imin(Hd- 15,25))
Band ODD Cost (Hourly)

+ 15.53 x [mhm (Hd - 40, 40)] 1 19.96

2 22.G6"
3 23.9413.13 x IHd - 801 4 24.94

5 26.26
where [XJ* is X if X ? 0 and 0 otherwise
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Thus. we see that WATS and ODDA) . Th,, '.:tnfic int thii:)t that the same m,e ni,
vary in similar ways It will be u ,tii lot 'i, with thw , aiV dis.,co.unts applies to all bands.

consider a model of how cost varies with hand all states, and all times of day
as it will allow us to make a quantitat.ve trade The usage of a WATS line in a band is de-
off between traffic in different hands and in fined to be the average usage over the group
particular to approach the problem of decid- Thus, if there are M lines in a Band b WATS 0
inq on the size of each WATS group Table 2 group and together they carry H hours of day-
gives the relative costs in each of the bands as time traffic during a month, then H, = H /l
seen from New York City. These factors ap- A larger group will block less traffic and,
ply to all hourly costs; e.g., DDD costs, the hence carry more traffic. Thus, if we add a
first 15 hours of daytime WATS traffic, etc line to the group both H and M will increase.

* The factors are exact for WATS costs and rea- Since the efficiency of lines within a gro)up
sonable approximations for DDD costs These decreases as the number of lines increases,
factors are different for different states, but however, H will increase more slowly than M
they exist for all states and are easily deter- and Hd will decrease. The cost/hour for traffic

mined from the tariff, carried by the group will therefore increase as
Indeed, the entire WATS tariff may be the size of the group increases. It will not.

modelled as a bulk discount on DDD. Given a however, exceed the DDD cost until the
vector, Db, the average per hour DDD cost in $27.50 fixed charge becomes a significant
Band b, the constants used to compute Cd ,  portion of the total cost of the line.
C., and C,, can be thought of as percentages The choice of how to optimally route calls is
of Db. For example, if the average hourly day- itself an interesting problem involving trade-
time DDD cost for Band 5 calls from NY City offs between cost and quality of service In
were $26.26 during the day, we could write practice, a user's routing choices are limited
Cd as by the capabilities of his local equipment

(PABX) and may include overflow, queueing
Cd - 26.26 x {.758 x min (Hd, 15) for lines in some bands, blocking, and even

time-of-day sensitive routing. This is. however.
+ .674 x [min(Hd - 15, 25)] +  beyond the scope of this paper. The simple

assumption is made that a call is offered to the
+ .591 x [min((Hd - 40. 40)] +  lowest numbered band capable of handling it

and if no lines are available in this band then
+ .5 x (Hd - 8011. the call overflows to each higher numbered

band and finally to DDD, if necessary.
That is, the WATS tariff offers a discount of Thus. the focus is on the problem of deter-
between 25% and 50% relative to DDD. The mining the optimal number of lines in each
discount is. of course, relative to the 26.26 WATS band group. The larger the number of
figure. If this figure were lower, the discount lines in a group, the more traftic the group
is, relatively, smaller. Based upon an assumed carries and hence, the less traffic overflows to
4 minute holding time, this rate appears to be higher numbered groups and to DDD. The
a reasonable estimate. Shorter holding times base cost of a line is very small, only $27 50
would give, comparatively, higher discounts per month. At first glance one might expect

this would lead to solutions with many lines
However, as we will see in the following sec-

Table 2. Relative Costs tion, the tariff provides that the cost per hour
decreases as the number of hours of usage in-

Band Factor creases and that the number of hours of usage

1 1.000 is averaged over the lines in a hand Thus. add-
2 1.145 ing a line to a group in a band will dtcrease
3 1.199 the number of hours of usage per line and
4 1.249
5 1.316 hence, the average cost per hour of carried

calls increases This limits the numnhr of lines

L ~---------------------------------.o
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deswred in a band and makes the probltm in. certain b-nds is kmwn 1i( b, unusually short.
teresting then the one milntle nmiirnum charge whi( h

is applicable for most long distance calls will

3. Optimization Procedure significantly increase the DDD cost In this

The optimization procedure is imple- case. one should obtain the actual number of

mented in FORTRAN and runs on a DEC calls so that a more accurate estimate of thetrue DDD cost can be computed. "'e
20 60 The software package includes an in-

The major outputs from the procedure are
leractive front-end which permits the user to

edit a WATS configuration. traffic, tariff, and the number of lines in each group and the

parameter values. Finally, it includes a full total WATS and DDD cost. Auxiliary reports

spectrum of design and analysis modules are also produced, including the cost perbandtthe orafficgoffred toaandicarriedeb
which allow him to design configurations us- band, the traffic offered to and caoied by

ing a variety of options for queueing. blocking each band. details on an hour by hour basis

and overflowing traffic. For the sake of clarity and summaries of activity at major locations
of presentation. we will concentrate on the .(when input supporting this is available). This

overflow version of the problem in the re- is useful as part of more global optimization

mainder of this paper. Thus, we will assume procedures which determine the placement of

that traffic offered to a group overflows to tie lines, FX (foreign exchange) lines, and
*tandem switches. l

each of the higher numbered groups and tne wths
evetuach l t hie nueegros a Figure 1 is a flowchart of the global optimi-
eventually to DDD, if necessary.

The procedure takes as input a description zation procedure. It begins by initializing thecofiuato prceur aane all bapud 5 solutio.ption

of the tariff as given above and a description configuration to an all band 5 solution. i.e.,no lines in bands 1 through 4 and a sufficient
of the traffic to be carried by the network. This no lines in band 5 o 4ad a ien
traffic description may take one of several number of lines in band to satisfy a given
forms depending on what information is avail- grade of service during the peak hour. As

will be seen, the procedure is not sensitive to
able. Ideally. the user will process billing infor- the starting configuration used. In particular.mation supplied by the local telephone comn-

we have not observed any significant varia-
pany and get at least one month's data giving ton in the running time of the procedure or
the actual number of minutes. calls and the the quality of the solution it produces when
actuai DDD (Direct Distance Dial) cost over the starting configuration is changed. -
the given time period. Alternatively estimat-

ing procedures may be used if this informa- the proee ta ine to p o
rion is not available. In either case. the user s o fewe n, lines and omore than HI, lines in band i The values of
develops a traffic matrix which gives the num- LO, and HI, which are inputs to the pro-
ocr of erlangs f traffic' to each band. DDD cedure can be set in several ways First if one

*6 cst er mnut iiieac ban, wich s aso ancost ter miute in each band. which is alop wishes simply to find an optimal solution, LO,put to the program may also be developed0 and H, can be set to a largeas an average derived from actual call records nbe fego. anm of ine set to
or ateratielymaybe drivd fom n der- number (e.g.. a number of lines sufficient toor alternatively may be derived from an dyer-

age figure for the band. Usually. this will not carry 99% ot the load offered to band i and all

be a critical issue as DDD costs do not differ lower bands) If the expansion of an already
w idel c from one part of a band to another existing network or a local modification of a

iwdvfo hoe ar of aanto othrfi larger network (cont,:rnq private tandemIf. o%,(,vr, ldge mou t o trffi is switches. FX lines. etc Ii s being considered.
known to go to a location near the edge of the
banid. then the DDD cost of this traffic will not LO, and HI, may he se; to values very close :o

current vilu,,s Finally by setting LO, = HI,be tyical t:the band and should be com- =Vaseii ofqrto otiigV

puted using the actual cost of calling that loca l pe and cnbivuated

ton Also, if the length of all calls, or calls to hnes per band can be evaluated -0

Arn 'ridrl l S . rIN ,',A r i4,tll1 
•  

f IT fl nien,iitv One vrlan.
I, c, |ii...iivn I 1ii rim lu , If (All holii tmim per h,-u: "(,r1iite ,..i 'i, i l,,it.,. I i, the lfrA h1 it a (Ill,
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The current solution being examined is fast as ROLL ADD and ROLL are called re-
maintained in the anray VAL. Thus, VAL, peatedly to improve the current solution via

contains the numbei of lines in band i in the local modifications until no further progress is

current solution. Local perturbations to the made. The best value prior to the current cy-
current solution are explored by incrementing cle of local modification is recorded in OLD. If
and decrementing individual VAL,. after attempting all local modifications. MIN-

The procedure EVAL takes VAL, the traf- SUM is still unchanged, the procedure termi-
fic requirements, and the tariff description as nates. A similar technique Is used to terminate

input. It then calculates the total amount of procedure ROLL.
traffic carried by each WATS band (and by An earlier version of this algorithm only
DDD) and costs out the configuration. In the considered ROL-ing between adjacent bands.

case considered here, this is done by using The procedure was not as much faster as one
the Erlang-B formula and allowing traffic to might have expected (typically, the difference
overflow freely from each band through the was less than a factor of two) and the results
higher numbered bands and eventually to obtained were sometimes slightly worse.
DDD, if necessary. In other versions of the Note In Figure 1 that band 5 is treated

procedure, overflow and blocking are com- somewhat differently from the other bands.
puted on the basis of Rapp's approximation to Variable BAND only takes values between 1
Wilkinson's Equivalent Random Method and 4 and ADD and ROLL are called accord-
[4,5) and Batter's equations [6) for estimating ingly. For each value of BAND, the proper
overflow In networks with queueing. EVAL size of the band 5 group is first determined
also compares the total cost of the current before other local modifications are attempted.
solution with MINSUM, the lowest cost for This is because the tradeoffs between other
any configuration thus far evaluated. If the bands are generally less dramatic than trade-
current cost is less than MINSUM, it replaces offs involving band 5. With other bands the
MINSUM and the current configuration is WATS costs, which are generally similar, are
retained. involved. When band 5 Is involved part of the

The routines ADD and ROLL explore local tradeoff is with DDD, which is somewhat

modifications to the current configuration and more significant.

comprise the heart of the optimization proce- In both the flowcharts in Figures 1 and 2, it
dure. ADD considers the addition of one or can be seen that the algorithm proceeds in an
more lines to band BAND. It proceeds by add- orderly fashion to consider all reasonable

ing single lines to the group in band BAND local exchanges (i.e., the addition of a line in
until it finds the cost of the configuration no a band, the deletion of a line from a band,
longer decreases, and the exchange of a line in one band for a

ROLL, whose flowchart is shown in Figure line in another). The variable FIVE in Figure 1

2. proceeds along similar lines attempting to is simply the constant five. The variable BAND 0

exchange lines between two bands, thus effec- takes the values one through four and is the
tively rolling traffic from one band to another. current band being considered in a local ex-

ROLL begins by removing single lines from change. LOBAND takes values between one

the group in band FROM until the cost in- and BAND-1 and is the other band involved

creases. It then attempts to reduce the cost by in the current local exchange. At each stage,
adding a line to the group in band TO. Thus. EVAL is called to evaluate the current config-

ROLL considers both the possibility of remov- urahon and update MINSUM if this configura-

ing one or more lines from band FROM and tion is the best yet encountered.

exchanging onie or more lines in band FROM The significant feature about this approach
for the same number of lines in band TO. is that only local changes, i e., the adding or
Finally. ROLL considers the possibility of ex- deleting of single lines, are considered and
changing one line in bind FROM for two lines movement in a given direction is halted when
in band TO no Itrlher progress is encountered. This

It should be noied that tIhe futiction o! AL)) greatly improves its running time as com-

is actuallv co,!tained t. ROLL ADD is used. pared with a procedure conzidering a corn-
however. bec5use it i% rouqhly three times as pleC spectrum of aliernatm.ts, which would

- " " IS|
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involve considering a tunimer of alternatives more efficient Thus, there are many factors 5
equal to the product over i of (HI, - LO,) working against one another and the net

The running une of this procedure is essen- result is not. in general. clear. All this is com-
tially linear in the number of perturbations (at- pounded by the fact that we are working with

tempts to move a line from one band to different amounts of traffic in different hours

another) examined. The time to evaluate a and so the effect of a change is further confused
perturbation is essentially linear in the number If we examined the situation more closely. -*

of lines in the network. The number of pertur- however, we will see that there is a cause for

bations varies from one network to another. optimism The actual procedure does not di-

but appears roughly linear in the number of rectly offer more or less traffic to the group; it
lines. The procedure ran for less than one either increases or decreases the size of the

minute for a network with a total of 75 lines in group. It does not calculate costs per hour; it

It. calculates the actual cost of the network.
Theoretically, in order to guarantee that Also, it makes the smallest possible changes,

such a procedure will converge to a global op. working with Increments and decrements of a
timum, the function we seek to minimize single line. Thus, it makes decisions based

should be unimodal. i.e.. it should possess a upon the total net effect of a change. If adding

unique minimum which is reached by descend- a line to a group decreases the total cost, it

ing along any sequence of local exchanges. In will keep adding lines to the group until the

an absolute sense, the function we seek to net effect reverses. The changes are made
minimize is not unimodal. However, we have gradually so that the net effect can be watched

found it to be nearly so in practice. as closely as possible. The entire process can

An argument can be made for the validity be viewed as one of equalizing potentials In

of the procedure based upon the average cost an electrial network or as rolling water among

per hour in each group. The total offered load partitions within a container. The problem is

is fixed. In all cases-queueing, blocking, and that whenever you roll some water, some-
overflow-the total carried load is also essen- body comes along and alters the height of the
tially fixed. Thus, to minimize total cost, one partitions.

seeks to minimize the cost per hour of carried If the costs per hour in two adjacent groups
traffic. The procedure described above can be are nearly equal, there is little to be gained
thought of as one which constantly seeks to from rolling traffic between them. Once we
move traffic from a group with a high cost per get to this point, we can only make small mis-
hour to one with a low cost per hour and takes. It is relatively easy to get to this point

stops when all alternatives have roughly the with the WATS groups since their costs per

same incremental cost per hour. hour were close to begin with. The situation
Such a procedure would work perfectly, with respect to DDD is different. The whole

yielding an optimal solution every time, if as point of using WATS is that it is significantly
traffic was mnj%,ed from one group to another, cheaper than DDD. The procedure takes this
the cost per hour changed in a consistent into account by only rolling traffic between

direction Uniortunately. in this case, it rieed groups which do not overflow directly to DDD
not As traffi, is moved to a group. the group and reoplimizing the last group, which does,

operates more efficiently and the coct prr directly Thus. for example, if we are consid-
hour for traffic carried )y the group gos ering the effect -if removing a line from the

down Th~i is good as it reinforces out deci band 2 group e will also reoptimize the

Sion :o infw.- traffic into the group Utdortu band 5 group in the case where band 2 traffic
nately. as the traffic offered to a grnup in overflows to all higher numbered groups. Re-

creases. so des the amount that overflo.vs call that this -optimization" generally amounts

from it If the place it ovei flows to has a higher t) little more than , hucking if it pays to add a

cozt per hour. then it makes the decision to line to the band 5 qroup -
otet tTddfic ks- desTable Furthermoie, thil' Theie is only (iie ,emaining cause for con-

gioi tp froi , ii: tt4,,ffc is removid k,. ill N' f*' 11p1-r.o. Wv h d a problem w~th identi

come less (lf- i'nt ii-allv but it one thlli dci cal tr it, In car'h ban d and we began with a

ctt., d l hc , ' of thi' Y'Ou). if v. .'N.t(r11.( ",i o .Wi: l 'laM ; yTO)LJ:;S in each band

I
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It might turn out that it doesn't pay to increase Table 3. Time-of.Day Profile

or decrease the size of any group by a sinqile

line, but that a total consolidation into a prop- Hour Fraction

erly sized band 5 group is the optimal solu- 8 .02
bon This is the general problem of an econ- 9 .08

omy of scale existing but not manifesting itself 10 .12II 10 SI
until a critical size is reached This has not 12 14

turned out to be the case in any of the specific 1 18

problems examined so far. but it is something 2 .16
3 .11

to watch out for One protection against this is 4 06

to start the optimization off first with a balanced 5 .03
solution and then with an all band 5 solution.

This is what is done. rIable IC Table ID gives the relative costs hi

band One can observe that these factor,,
4. Experimental Results relate all WATS costs and DDD costs All ex

In order to better understand the optimiza- periments were run with 22 engineermng dcys

fion procedure and the nature of the solutions month

to the WATS optimization problem under the The first experiment had I Frlang 'day of

new tariff, a set of experiments was run. The traffic in each band Table 4 summarizes

purpose of these experiments was to test the some of the configurations explored The

behavior of the cost function directly Thus, configurations in Table 4 are the number of

instead of simply running the optimization lines in each band. Commas between the

procedure, we selectively enumerated solu- numbers are omitted when they are single.

tions in order to more thoroughly examine digit numbers. First note that tMe pure band 5

the solution space Subsequently. we ran the solutions are unimodal: i.e., they decrease in
optimization procedure and verified that it did cost initially and then steadily increase in cost

indeed find the same solutions. as the number of lines increases. This is not

Table 3 gives the salient input data common particularly surprising. It is. however. signifi-

to all experiments The time-of-day profile is cant as an incremental procedure like the one

o assumed to be i! tical for all bands (not a described here would not work if the cost

realistic assumption, but simple to input) and were not unimodal.
is given in Table 3A Only daytime traffic is Starting from the best pure band 5 solution-

considered, again for simplicity. Table 11 00002 (Configuration 3). the best solution
gives the cost for WATS lines: it is taken from (49) is reachable through local transformations

the tariff for New York City The DDD costs. via the configurations 3. 6. and 9. Suppose.

also estimates for New York City, are given in however, that after Configuration 6, Configu-

Table 4. 1 Erlang/Band

Number Config. Cost Bands

1 2 3 4 5 D
1 00000 $2,889 0 0 0 0 0 2809
2 00001 2,297 0 0 0 0 1217 1080
3 00002 2.133 0 0 0 0 1816 317
4 00003 2.153 0 0 0 0 2080 73
5 00004 2,194 0 0 0 0 2181 14
6 00011 2,075 0 0 0 1017 745 313
7 00101 2,100 0 0 822 0 853 425
8 00111 2,042 0 0 822 596 506 118
9 10011 2.041 316 0 0 873 640 213
10 11111 2.074 316 386 410 428 450 84
11 11011 2.053 316 386 0 683 534 133
'2 10111 2,043 316 0 652 506 473 97

S S.
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rotiorn S w ,,a , r .ac l d hti would. h'appe rn if Table 5B Carried Load and CostHour

w tried adding a ]uin in band 3 b'lore adding

a line III h anld I ( flJuration 9 could still be Carried
Band Load Cost Cost/hour

re'ch,'d via the patl! i . 9, 1 e by rolling one _

line from band 3 to band I Configuration 9 1 7 47 S 2,169 13.20

could also be reached from a balanced solu- 2 504 1.565 1411
3 9.95 3.242 1481

tion like Configuration 10 through the path 4 12 74 4.463 1592
10. 11. and 1- Thus we see that Configuration 5 1384 5.467 1828

9 is reachable :n a variety of ways This is en- DDD 96 556 26 -

couraging Ve do not know It Configuraton 9 TOTAL 50.00 $17.461

is optimal.
While we cannot be sure that the procedure Te procedure was run on several actual

will. in fact. find the opinum. the data in pro cdu re d a run o m actual -

Table 4 is ver, encouraging First, we see that problems using data deried from actual call

the paths to the best solution do exist Second. tapes An expnenced designer then attempted

we see that the solution space is very flat to Improve th}' solution manually using the :n

Most dead ends, if any exist, are likely to be teractive system within which the procedure
was embedded in two cases an enumerationwithin 1. % of the optimum

Simi!ar conclusions can be drawn from was run. automatically stepping through all

Table 5A. which is the result of an experiment possible solutions In no case was any im-
rband Here again, provement observed Thus, while we have no

with 10 Erlangs per day per bformal proof that the procedure converges to
the best solution. ('17), is reachable from theband5 sluton nd alaned onfgurhon an optimal solution, this empirical evidence,
band 5 solution and balanced configuration toqethei with the essentially un~modal natureVl15) Here again, both the band ,5 and -oehlwt h senal nmdlntr
balanced solutaogs, and hence. any dead ends of the cost function, leads us -) believe that it
reacabe fomthem are hen an% od he does in fact yield globally optimal solutions in
reachable from them, are wihn % of theses.
op-imum The carried load and cost/hour are

given in Tab'e 51 for Configuration 17 They - 5. Extensions and Further Conclusions
indicate an increasing cost/hour as the band

increases with the most substantial jump be- The multiple hour nature of the problem

tween band 5 and DDD. Other experiments does not seem to have much of an effect o-

with 3 Erlangs,: day,' band and 30 Erlangs, the procedure. If an off-peak hour has traffic

day/band were run The results wete similar similar to the peak hour. the cptimization
to those reported here. should be unaffected !f an off-peak hour has

much less traffic, most of its traffic will be car-
Table 5A. 10 ErlanglBand ned in-bind Neither situation seems to cause

C C a problem
Number Configuration Cost FX and tie lines could be handled by increas-

1 00000 $28,886 Ing the number of rows in the traffic matrix to
2 00005 21.354 include candidat, FX and tie lines Similarly,3 0000.10 18.858
3 0000.11 18.851 the procedure could be extended to handle a

5 0000,12 18.940 more general class of overflow rules where
I 6 00066 17.981 traffic from one band is restricted to overflow

7 003365 17770 oril. to) spocific other bands In some cases,b 01235 17.670o
9 01245 17.618 where the. number of overflow options is

10 10236 17.582 litl . ,in explicitv routng table would have
11 1136 17582 to be ,nte;ed
12 11226 17.526
13 1 .235 17 488 0,0eu'nii )(1 hlochinq solutions n(uld be

* 14 22222 18.271 pi'bV cjnc Tel)(,l1c iii . -71 ,'Ianq R formula

111 22225 i,511'1,1'I" Iu11 ) Ih o
1 F, '1'126 17l77 h . ' . pii~l:l. h, the itu II: i he c )

- , , , ,f ;,w . T f*r !1-: ,not
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DESIGN OF SURVIVABLE CIRCUTT-SWTTCHFD COMMUNICATION NETWORKS

Kadathur S. Navarajan - ConTel Inlormatlon Systems, bnc
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Basi Ma&laris - Polytednic Institute of New York
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Great Neck, NY 11024

ABSTRACT requirements. We avoid the pitfall of designing networks
that satisfy conn ectivity constraints, but exhibit

We address the problem of designing a circuit- unacceptably poor performance. An important aspect of
switched network for voice communications operating in a our work is that the design is based on the logical
military environment. The circuit-switched network topology of the network rather than its trunk group
design problem may be briefly stated as: given the topology.
topology, route tables and control discipline, end-tc-end The optimal design of circuit-switched networks for
offered traffic and performance requirements, determine voice communications is complicated due to a variety of
trunk group sizes such that the requirements are satisfied. reasons. In order to appreciate this fact, we first review
One of the key requirements of a design is that the the salient characteristics of military networks that
network be survivable, where survivability is based on distinguish it from commercial telephony. They typically
different destruction scenario conditions. Our objective have a mesh connected topology (switch interconnections)
is to guarantee an acceptable level of performance for and use non-hierarchical alternate routing schemes.
every rode pair and under each of the different Other important operational features that are unioue to
anticipated damage scenarios. The main contributions of military networks include the presence of multiple levels
our present work are the development of approaches for of traffic priority, preemption of calls, provision for
designing networks that simultaneously satisfy multiple route search methods (normal, preemptive, and
performance requirements for different destruction hotline). The main End-To-End (ETE) performance
scenarios. measures of interest to a netwQ, k designer are: Grade Of

We describe the architecture of a survivable, circuit- Service (GOS), Probability Of Preemption (POP), and
switched network. The key characteristics of the Speed Of Setup (SOS) of calls.
survivable network design problem are highlighted and In this paper, we focus attention on effective design of
differences with respect to classical trunk sizing problem networks that satisfy ETE GOS performance requirements
are pointed out. An important aspect of our work is that for multiple scenarios (prespecified by the user). In the
the sizing is based on the logical topology of the network next section, we introduce relevant terminology and
rather than its trunk group topology. One design explain the topological representation of the network. In
approach, which we have used successfully, is presented in Section 3, the key characteristics of the survivaole
detail, network design problem are pointed out. In the final

section, we develop approaches for designing survivable
1. INTRODUCTION networks. One such approach, which we have used

successfully, is presented in detail.
In this paper, we address the problem of designing a It is worth noting that recent literature [] and [2]

circuit-switched network for voice communications contain approaches to the dimensioning of networks for
operating in a military environment. The circuit-switched more than one busy hour. These multi-hour sizing
network design problem may be briefly stated as: given algorithms address a problem conceptually simi.ar to ours,
the topology, route tables and control discipline, end-to- in the sense that requirements of each busy hour may be
end offered traffic and performance requirements, thought of as a scenario. However, the methods are
determine trunk group sizes such that the requirements largely inapplicable t- us .ecause they consider networks
are satisfied. One of the key requirements of a design is (commercial telephony) with hierarchical routing, while
that the network be survivable, where survivability is our interest is in dim.-n.ioning networks with non-
based on different destruction scenario conditions. hierarchical routing.
Survivability constraints on a network design include: a)
connectivity requirements, and b) end-to-end performance 2. TOPOLOGICAL REPRESENTATION
requirements.

Satisfying connectivity requirements is a classical and In this section, we fix relevant terminology and
relatively weU studied problem. The main contributions concepts. We also elaborate briefly on the architecture
of our present work are the development of approaches of a typical survivable voice communication network and
for designing networks that simultaneously satisfy set the framework for subsequent sections of the paper.
performance requirements for different destruction Our discussion will forcus on the backbone non-hierarchical
scenarios. Our objective is to guarantee an acceptable switched part of the overall communications system.
level of performance for every node pair and under each Users are allowed to be connected via ,edicated local
of the different anticipated damage scenarios. This loops to the switch sites anti routed via the backbone
objective Is more general, and in our opinion more switcned network to the destination handset.
appropriate, than the goal of ensuring connectivity

*t
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The bac$bone topology of a survivable network is deal:

at three level: of detail. These are: 1) pl ysjcal topology, 2 3 e
2) logical topology, and 3) trunk group t:pology. A
physical topilogy is comprised of a set of physical sites
(e.g., switch sates, radio relay stations), and physical Links
(e.g., microwave links) as depac:ed in Figure :. The (49) M(

physical elements (sites and links) are the targets of
destruction under enemy attack.

I (i? 2 (Ito
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FIGURE 1: PHYSICAL TOPOLOGY
FIGURE 2: LOGICAL TOPOLOGY AND LOGICAL

LINK COMPOSITICN

A lovical Link in a -wtwcrk 1s a path in the physical
fnetwork between two switch sites without intervening
switchng. A logical link is considered operaticnal (i.e.,
nat destroyed) if, and only f, aU the physical elements A trunk .roup between two switch sites consists of all
composing It are operational. A oair oi switchEts may be the logical links that connect the site pair. If no logical
connected by more than one lojica! Link. I' such is the link connects a site pair, then there exists no trunk grn),ip
case, the logical links represent conceptually oWferent between the s.te pair. The trunk .our 1cpology of a
communication paths between the two switches. f network consists of a set of switch :,:es wid trunc groups
multiple logical links exist Detween a switch pair, there connecting site pairs as shown in Figure 3. A route
may be physical elements (other than !he terminal swatch between a switch pair is specified as a sequence of trunk
sites) common to two or more of the logical inks. The groups. .9
lolical topology of a network consist- of a set of switch Connectivity requirements on a aciain stipilate t;.at
sites and logical links conncct .s site pa-rs. 'for each switch pair, there must be it least a pre:pecited

In Figure Z, we show a logical topology of the network nutnoer of physically disloint paths in er physical
whose physical topology is g:ven in Figure 1. There are tcpolCiY connecting the swi:hcs. Connectlvlt
several potential logical topolo ,es one c a dfine ,an c..ns:ra:its are toolcicics- in natre rand 3re taken imtic
respect to it: %,ver phy-.i.l netwcrk :opoiciy, and accoun: in selecting tne logcal teplwy and routes ior
Figure 2 shows just one of the craces. ifei ert switch' p.urs.



3

2,3'requirements are satis!ed. T" ahove problem.
(henceforth referred to ;n thus paper a! ,he Trunk 3...ng
Problem) reqdjres the siz.ng of trutr:. ,r,; ps fur a sin:,,
scenario. A scenario is an operating conrdinon of tie
network characterized oy its unique set of tralfc and
performance requi ements.

The classical Trunk Sizing Proble-', in networks with
non-hierarchical routing has been well stured Ln the

4 (131 1 2 t1l) literature (3] and L]. Segal's [3] algorithm is bze_ on

single-moment assumption (i.e., calls offered tn eicht
a trunk group have a Poisson distrioution) and is applicatie

for networks with e-ther originatin& ofice cortroi or
M successive office control. Covo L4] considered the

presence of multiple precedence levels of traffic and
1 (33) 4 (S* developed an approximate method for sizing trunK grcups.

However, Covo's work addresses the requirements oi only 0
0 5 a sinlLe scenario. For our computational 5tudies, we used

Segal's algorithm for feasible trunk grcup sizing. %ge ao
not repeat Segal's aJgorithm here, but refer the reader to
[3] for details.

btTca(s 1. 2. 3. 4. 5. 6 The problem of designing a survivable network
(henceforth referred to as SND Problem) requires a siz:r.g
of trunk groups and logical links that satisfies the traffic
and performance requirements under rruitiole operating

!TfP 1 1 2 i 3 4 5 1 6 78 9 conditions of the network. This is the most importa;.t
,IZL (!RUN 18 119 16615 20 113 33 149132 characteristic that distinguishes the prozilem from the

Trunk Sizing Problem. Ar.'t-er urique characteristic of
the SND problem is the dichotomy between trunk grojp
sizing and logical link -izing. The key aspects of this

FIGURE 3: TRUNK GROUD TOPOLOGY distinction between trunk group sizing and !cgizaJ link
sizing are as follows. In classical studies, a physical !iiK
is synonymous with a trunk group and destruct.on of a
physical link or a switch would result in the totai
destruction of any route that uses it. However, fcr a
survivable network, the effect of destroying a physical

Associated with each physical link is its maximum element (link or ute) has the fo!low:ng ramifications. All
capacity. It is expressed as the number cf telephone calls logical links that use the physical element are cestroyed.
that the link can transmit at the same time. The size (si ) The loss of a logical link would resuit i, reaucing the size

of logical Link -. is the number of trunks it contains, and of the trunk group that contains the logical link. Thus-,
the size(s) of one or more trunk group(s) -dil be reduced.cannot exceed the capacity of minimum of component The effect on a route affected by the physical e!ernent

physical links in it. The size of a trunk group is tne sum destruction is one of the following: 1) a reduction in size
of the sizes of logical links that comprise it. Figures I of some trunk group(s) belonging to the route, or 2) total
through 3 indicate the sizes of a hypothetical design. destruction of the route. The latter occurs when al' the

T cost c. (dollars/month) of logical link 4 consists logical links composing any trunk grouo oeiongg to ;he
of two components: 1) a fixed cost (b.) for establishing route are destroyed. Unlike the ciassical TrurK Sizir,g

Probiem, the loss of a physical eiement does not
the logical Link, and 2) a variable cost which is necessar:ly imply the total destruct~on of one or more
proportional to its size. If the cost per carcuit in 4 is a., routes.

the total cost c. is equal to (bi  aisi). The specific coice We illustrate the above facts with n examle.I~ic Consider the network whose logi:al tc-'oiegy and icgicai
of a logical topology determines the fixed costs of the link composition are shown, in Figure 1. Tn',e impact of
network. The total cost of the network is the sum of its destroying relay site R3 (see Figure 1) woud )e to ces5troy
fixed costs and variable costs. The design proolem,
considered in the subsequent sections, is concerned with logical links L4 B, L6 and L7 A that use 13 (see logical link
the determination of a feasible set of logical link sizes composition in Figure 2). Thete, in turn, imply a
such that the variable costs (i.e., trunk costs) are reduction in size of trunk group T. (ccntailrm L ) from
minimized. Although not addressed in this paper, t.he 04meinmied. inthoughr noteaddresed in t iot st aper the 32 to 20. It can be observed that size of trunk group T.
designer interested in minirmizing the total cost of the
network must consider the choice of logical topology as (containing L7 A) is reduced from 33 to 23, wNle trunk
part of the overal design problem. group T6 (containing a single ogical link L ) is total:y

6 6
3. DESIGN PROBLEM dest.oyed (size re-ced to zero). Thw the only routes

totally disrupted would be those cont.aining T6, rlile the
The classical network design problem may be stated as

follows. Given the trunk group topology, o:!ered ETE rest of the rcutes are likely to operate at a degrade=
traffic and performance %OS) rqurements, t.rd routes cr.crmance !evtil.
and route control discipline. dete-mine a set oi trunx For a given scenar;o, tne E TE COS performance of a
group sizes such that traffic and pericmance net-.6ork is a func'ion of the trunk grc.: tC ., trun.'
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iroup sizes, rou'ns, .and EITE cifz'red rTrafftc of that kl _ < 1 i det'nTV the :'xrk gTC1r t ' . ,

scenario. Ho cver, :n designig a su-v; able network, we ETE of:ered Irsffw:, ar, nerf ,  r-
have to size the log.cl liks Iuch -,,at for" eaici scen.rio, requirem-nts. Appiv Sega's adgorlthm L31 anr d"r: ..
the trunk group s:z!s (as determied by the survi'.i, feasiV#e set of :runk group 3izes a t',e LTL
logical Links) ae aiequate to meet the re ''eet5 oi requirements of scenario . Let a e he oego sreze s:e or

the scenario.
The specification of the design problem must precisely trunk group i (I < i < t. where t is the otal nurn:-r of

characterize the scenarios of interest. Ns an example, trunk groups under the normal scenario) in scenario 1.
our interest is in sizing a net ,ork with the foUowing Step 2 requires the calculation of IoFzal hnK sizes .. 9
requirements. Under a normal scenario in which no based on the trurk group sizes (computed m Step 1) c
network elements are destroyed, the network must be that the total monthly dollar costs are mn;mizec.
capable of satisfying a nominal set of offered traffic and *,e devote the rest of 'his Section ,4.!) to a:rets
performance requirements. The performance requirement Step 2. Consicer a specific trunk grcup, say i. Let tne
Is G max' the maximum tolerable end-to-end GOS. The trunk group contain m logical links and let n, k re;resent

value o Gm could be 0.01. Under art overload scenario, the number of circuits in logical link k of trunk grc i 1.

no netwaork elements are destroyed, but the offered Furiher, let Xjk be a binary variable defined as foliows:
traffic between each node pair increases to some c (say,
c = 1.5) times the nominal offered traffic between the if logical link k of trurk group i is
pair. The network s:zing must satisfy the overload traffic destroyed in scenario j
requirement at a less stringent performance level (say,
Gmax = 0.10). In addition, we require that whenever XJik = (< j s, I < k < m)

exactly one physical element is destroyed, the survivin3 otherwise
network must be capable of handling the nominal t'affic
requirements at a degraded performance level (say, Let b. be the cost per circuit in logical link k in the
Gmax = 0.1 ). We note that for the physical network tu k

trunk group i. The minimum cost logical hnk assir, mert
shown in Figure 1, there are 21 physical elements (MCLLA) problem is stated as foiLows:
(6 switches, 4 relays, and 11 links) and corresponding to
each element a damage scenario is idcntified.

In the next section, we discuss rvo basic design f-linimize: t m
philosophies for realizing feasible ana near minimum cost E E "ik n kk

survivable network designs. 1lk1l (I)

4. DESIGN APPROACHES
Subject to: m

Ve consider two basic philosophies for sizing , XJik nik _aij, 1'j!s, lit (2)
survivable networks. We asume the fo!low.ng are given - k=l
physical topology, lcgical topology and logical link
composition (under normal scenario), routes, physical lnk< ^ikn k Uik, lkm (3 "'I
sizes, a precise cnaracterization of the scenarios and
their requirements. The objective is to compute logical
link sizes such that the requirements of each scenario are The objective function (1) represents the total cost of
satisfied. Two basic design approaches we considered are: circuits in all logical links of the g:ven loeical topxolog .

There are s linear ineq.Jajities in (2) f-r eac, trunk
1. Parallel Approaches. group i, and their interpretation !s as :oiows. For

scenario j and trunk group i, the totJ r-- ner of rc:ts
2. Serial Approaches. that survive (given by the left side o! 11e .noLuaiity) mu~t

be at least equal to ail, the cesired size for trunk group
4.1 Paraflel Approaches under scenario j. The constraints on the ceign rcblem

may mandate a minimum size requiremert (Z ) , anc

Suppose a network reouires sizing of logical links and , n
trunk groups to satisfy traffic and performance maximum size limit (u ik) for each !ovical Link k. These
requirements for s different scenarios. The basic ccrstraints are given by (3).
philosophy of a parallel approach is that a feasible In addition to constraints (2) and (3) that are scectfc
survivable design may be obtained by independent to trunk group i, there are constraints on the number of
solutions of many instances oi the trunk sizing problem crcu:ts that can he used in a physical 1;7k. If 3 num- er of
(one instance for each scenar:o) and then an appropriate !o-.ical links (possib!y belorging to many different trunk
combination of the solutions to determine the logicaJ link roups) use a pnysical link, :ne ce-moinea -Irci
Sizes. Thus, the two major steps in the paraUel approach requirement of the logical links usmnr the p .vsical link
arfe cannot exceed the max;mum spe:ified limit for the

physical link. These constraints mu:t be handled by the ".4
Step 1: Determining Trunk Group Size logical link assignmert agcrinim.

Requ' irements. The MCLLA problem formulated ibove couid be an-

Step 2: Assign Capacity to Logical Links to Saisfy proached via a.n inte tr Iir- -ir prc -.,.rni ILF

Trunk Group Size Requrements. algorithm. However, rater thin ar. :',, a com;..:a-
tiorally expensIve ILP al.-,t.hm, AP -- e e /:'' e]

Step I is accompished as follows. For each scenario j following heur:stic agor;r.m.r, to ac:..^r" a rrI r) mnir-
cost design.



Our approach is based on decomposition of objective 2. The maximum limit on the cipacity of sore
functicn (1) into t serarable components (one for each physical link p in logical lnk 1 is reached or te
trunk group) and minimizing each comoonent incividually. Upper bound on the size of is reached.
The t trunk groups are assigned to their respective logical
Links by considering them sequentially. Suppose el, e,....,
e is a sequence in which the trunk groups are considered eIf condition (I) becomes true, then -we are done with

t  the assignment meeting the requirements ef scenario j. If
for logical link assignment. When the logical links of condition (2) becomes true, then the remain.ng circuit
trunk group ei (< i <t) are assigned, the sizing deci-ions requirements of scenario j are fulfilled by consider:ng the

second least expensive logical link/. that survives in
made earlier for logical links of trunk groups e, e

e~o...Pe illbe-retedas ontrants Thse scenario j. If necessary, the algorithm a!so considers M.e
will be treated as con.trants. These third least expensive logical link, and so forth.

constraints arise due to the fact that (i) physical links Fcr the pLurpose of illustration of Step :. consider *he
may be shared by logical links belonging to different trunk fol!owing example. Let a trunk group have m k=4) iogicli
groups and (il) upper bounds on size oi physical links, links which must be sized to meet the trunk grouo's

An outline of the steps of the MCLLA assignment requirements in s (W5) scenarios. Let the required sizes of
algorithm is given below. the trunk group be: aI = 59, a2 = 57, a 3 Z 61, a4 = 40,

Step a: Choose a sequence in which trunk grouos are a5 = 85. Let the cost per circuit in the logical links be:

to be considered for logical link assignment. b1 = 10, b2 = 20, b3  3 , b4 = 12. Let the upper bound for
Without loss of generality, let this sequ ence I & 3
be 1,2,...,t. each logical link be 50 and the lower bouno for each be 0.

Let X, shown in Table 1, be a 3 x 4 matrix such that the

Step b: i -1. (j,k)th entry is I (or 0) depending on whether logical link
k (I < k < 4) survives (or fails) in scenario j ki < j 1 5). The

Step c. Assign circuits to logical links of trunk logical link sizes nk (I < k < 4) are computeo as foliows:
group i.

TABLE 1: MATRIX XStep d: i -I + 1.
LOGICAL LINK K

Step e: U i >t then stop; else repeat Step c.

MCLLA Algorithm SCENARIO J 1 2 3 4

Step a of the MCLLA algori-hm is accompi shed as 1 1 0 1 0

follows. There is a large number (t!) of poss;ble sequence, 2 0 1 1 0
In which the trunk groups could be ccnsicered for logicaJ
link assignment. Since the firaJ solution (total cost of 3 1 0 0 1
logical link circuits) depends on the sequence in w~ch 4 0 0 0 1

trunk groups are considered, we consider trunk groups in a
sequence determined by decreasing order of their size 5 1 1 1
requirement. For each trunk group i(1 < i < t), compute -
the variable hi (highest requirement of trnk-group i over

all scenarios). First, scenario 4, with only one surviving logical link

h (MA)) is considered. Its size, n., is set to 4S, the requirec

.is trunk group size in scenario 4. Of the rena.ng
scenarios, scenarios 1,2, and 3 have two suriving logical
links each and scenario S has all four logica: i;,i. in tact.

Sort the hi's in non-increasing order. Consider the trunk The constraint on scenario I is that logical links and

groups for logical link assignment in the sequence be sized such that their combined sizo (n, . n) is > 59.
determined by the above sort step. Since " is cheaper than 1 circwts are assignee to3

We now consider Step c in the MCLLA al~erithm and 3 it 3
describe how the algorithm works in m"ting the size without violating the upper bound constraint on .ts s!ize.
requirements of a specific trunk grouo i. The algorithm Hence, n, is set at the maximum permiss:be value of 5G.
first considers scenarios in which oniy one logical link of _inr thos falls short of the required size by 9 c:rcLits, tl,e
trunk group i survives, then it considers scenarios in which value of n is set to 9. For scenario 2, (n' + n3) must ie
two logical links survive, and so forth. In ass:gning 1 2  3
circuits to fulfill the requirements of scenario 1, suppose ).57. 1'he algorithm first considers 1 3 which is cneaoer
there is a choice to assign crcuits among two or mere than /.,. Since Ia is at its maximum permissible size. S
logical links. The assignment algorithm assiens crcwzs
first to the least ewpensive (ocr circuit -ost) lo;ic, i link, cirri-;ts are amsigned to the second least exoeisive in ca'

i n that scenario. The assignment is mace unti either link. n2 is se' to 7. The aigorithri proceecs ,,'

of the foilowing two conditions becomes tue: similar manner and ends up with the lOliowing logica! link
sizes:

I. All the circuit reqturements of scenario j have n: 21, n2 : 7, n- r 30, n= 4C.
been fulfilled. 9
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4.2 Set ial Approaches

The basic philosophy of a serial approach is that a
survivable network design may be obtained by
considering the requiremen:s of each scenario in
sequence. The initial gcl is to -dertify the scenario
whose requiremerts are tme rncst dominant (according to
a criterion, well-defined by the det;gner) over ad -me
scenarios. The trunk groups are :..ed and the re-uired
trunk group circuits are zcp:rio.ed to the kcgicaJ kinks
that survive in the most dor-nr.ant scenaxio. When !he
requirements of a nor,-oominant scenario I are
considered, a base!ir'e cesign is first oerived from a
knowledge of sizes of logical links wrnensioned prior to
scenario j. The requirements of scenario j are sought to
be fulfilled by increiertal modifications with respect to
the baseline design.

Despite the intuitive appeal of the serial apFroach in
designing networks with nearly "similar" scenarios, there
are a number of disadvantages to it. Our amseument is
that the accuracy of the serial alproa&, is qure
sensitive to the sequence in which scenarios are
considered. Furthermore, the accuracy depends
significantly on the use of effective algorithms for
Incremental sizing (from one scenazrio to twe next).
Effective algorithms for narginal izing are known in
the context of hierac., ical networks L'j, th.oug h not as
mjch is known for the ron-hierarcjia, rout;ng net,vork<s
of interest to us. A third dnd very s gnifiicant
disadvantage of tr.e serial approsch is its extremely , 'n
computational time requirement when compared to the
parallel approach. W-en a baseline cesign as
incrementally modified to meet the requirements of a
Mew sc.nario, the ET grade-of-service must be
computed to verify if indeed the req'.urements have been
satisfied. Thus the ser ial approacn requires many
computationally expensive perfor'nance a.aiysis runs 3s
part of its ircremental sizing s-teps. From our
computational experience, we have found the parallel
approach to yield good feasible designs within reasonable
computer time.
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Delay and Overhead in the Encoding of Data Sources
I F IHALS. Si-Ni(ih MI MBilt. lil . AND R R BOORSTYN. MFMBIFR. IEFE

Ahstract-A basic proper'y or data sources in interactive appli. To a large extent the role of delay in this context has not
cations is hurstiness. i.e., short periods of actiity followed by long been considered by information theorists. The earliest related
idle periods. In these same applications message delay is the primary work was done by Jelinek 121 and was continued in collabora-
performance criterion. The combination of bursty flow and a delay tion with Schneider 131, 14) The model we consider is de-
criterion leads to a source encoding problem in which delay plays a
central role. A salient feature ofthis problem is hat there is a tradeoff picted in Fig. 1. A source produces symbols at a fixed rate.

between delay and the number of protocol bits required to represent If the symbols produced by the source are not equally prob-
the ftate of the source, able, then by using variable length codes, such as Huffman

A simple model of a hursty source is studied with the objectise of codes, the average number of bits that need to be transmitted
understanding the relationship between coding eficiency and delay. over the channel in a time interval can be minimized. In order
Two encoding schemes, a block encoding technique and a technique
employing flags, are examined in some detail. For both the block to implement this technique buffering is required since the

encoding and the flag scheme., a significant result is that as the source channel operates at a Fixed rate and the bits are produced by
becomes less bursty, delay grows without bound. This result is the encoder at a variable rate. Jelinek and Schneider studied S
obtained in spite of the fact that both schemes are reasonable and in the relationship between the probabiiity of buffer overflow
the limit the encoding problem disappears. It also appears that the and efficient source encoding.
flag encoding technique has much smaller delay than block encoding. We shall consider a simple model of a source which em-

INTRODUCTION bodies these basic quantities. Several techniques for encoding
this source are studied with the focus upon delay rather than

THIS paper is concerned with the interplay of delay and storage. A particular technique using flags is examined in
overhead in the transmission of data traffic over a syn- detail. Related work on the topic has been done by Gallager

chronous channel. The relationship of these quantities is due [5], who applied rate distortion theory to the coding prob-
to certain unique properties of da:a in an interactive environ- lem with delay as the distortion measure. Recently Humblet
menrt. Data traffic is bursty. i.e., there are short busy periods [61 has considered the problem of encoding randomly arriving
interspersed with relatively long idle periods which contain no
information. (Tus stands in contrast to voice and video, mi
where pauses or blanks may be significant.) The second rele- SOURCE MODEL
vant property of data is the effect of delay. In many applica- Consider the following model: a source produces either a
tions data traffic is highly interactive, placing a premium on blank or a binary digit once every second with the following
rapid response times. The relationship of these quantities al- probabilities.
lows one to formulate a source encoding problem which con-
siders delay as a basic component. t  P [blank] = I -P

Clearly, the long-term average rate of data generation at the P[0 output] =P/2
source must be less than the capacity of the synchronous [ ]
channel. However. long-term averaging will lead to a violation P [1 output] = P/2.
of the delay requirement and a reduced encoding interval is
indicated. Short-term encoding leads to increased overhead Successive symbols are independent. The sequence of O's and
since there will be times when there is nothing to transmit: a I's produced by this sourte is to be carried over a synchronous
source state which must be conveyed to the receiver unambig. error-free binary channel with a capacity of one bit per second.
uously. In the sequel the problem of striking a balance be- It is assumed that blanks are of no interest to the information
tween overhead and delay is studied for a basic source model, sink at the receiver. This source produces data at an average

rate of P bits/s. Thus for P < I there will be times when the
Paper apprved by the I ditor for computer Communication ol the

if I I Communicitions Sooieti for publiation after presentation at the source has nothing to transmit, and this condition of the
InierniJtivnl Conmruni, jilors (onterence. Seattle. rA . June 180. Source must be conveyed over the channel by means of over
Nljnusript reciaed Jul) -u, 19W. rCviCd NtJrc.h 16, 1981 This work head bits transmitted along with information bits. As we shab

'. supported in part b) tIll Nallind Science and Engineering Research
c(ouncd of (anida under Grant Af9(il and by the U.S. Army see, the number of these overhead bits that are required is a
(OR AN OM under Task I9-351 3 of the Postdoctoral Program. function of tile aUowable delay.
RA[X Portions of this ,v,-k crc performed vhile the authors were An example of the relationship between delay and the over-
at [tell 1 .ibratorics, Ilolmdel. NJ

I lay cs is the )epairtment of I lectrical Fngineering. Mc(,ill head nformahton is given by the following encoding proce-
tnrLi . 'Mo'ntrcal. P (). ( .nao 1it3A 2A7 dure All of the source outputs in all I second interval are en- 

R H I. ri, l r n is ith re ), p.irfincni .4 1 1- rial F ri inceriji. codcd in a hlo.k. In each I secotd inlerval the information
nect., !c, n iin of eI', )r inis hs eeN dsus 201 thai is transmild is the number ofdata bits generated by theI I Ie inti on of iie,' ou,- (ru 5 iadlli i hI rb been dtscu ,re eve

I im I in inotler conleo %oLI~t . 3,1d their %,alliwi.. It mor'fe tharn I bits are required the
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Fig. 1. Source enuoding model

excess is buffered. If this requires less than I bits, zeros can be
tiansmitted in the slack interval remaining after the buffered 2

bits with no ambiguity. Since the position of blanks in an I -

second interval is of no interest, the number of actual data "

bits produced by a source in an I second interval follows a
binomial distribution. The entropy of the source over an 1
second interval is -"

H(,/P) = Pl- b(i1, P) log2 b(i;1,P) ,0 ,0 ,0'
if0o BLOCK LENGTH I

where Fig. 2. Source entropy.(I ). ADAPTIVE ENCODING
b(i; I, F) = P'( I - - (2) The block encoding technique discussed above can be im-

proved upon by adding a measure of adaptivity to the process.
In Fig. 2 we show plots of H(1, P)/I as a function of 1 for Assume that the encoding begins in the same way as in the pre-
various values of P. In fact, it can be shown that vious section by using a Huffman code to transmit the number

of data bits that the source produces in an 11 second interval. l o
H(l, P) The probabilities of the number of data bits are a function of

--- I I as well as P (see (2)1. Thus the Huffman code is in turn a
function of If. It is presumed that the information sink knows

indicating that the portion of capacity devoted to overhead 11 and P and therefore knows the Huffman code that is to be
becomes zero as the block size is increased. There is a price to used. Let us assume that the transmission of the code word
be paid in performance since bit delay increases as the block together with the actual data bits consumes 12 seconds. The
length increases. Thus, by increasing 1, the block length, and source output over the 12 second interval is encoded in the
by holding P fixed, the source can be matched to the channel same fashion as previously. Since in general 11 is not equal to
in the sense of H(, P)/I < I (see Fig. 2). On the other hand, 12, the Huffman code used to encode the number of data bits
we can show that for I fixed, H(Q, P)/1 > I as P approaches I. is different. However, the source and sink can cooperate in
Define e ! I - P. For c small, H(1, I - i) a (I - e) - (I - the construction of a code since 12 is known to both. The
1k) Iog2(I - Ie) - IC log21e. Setting H(1, I - e) > 1 we find process repeats for each successive interval. This adaptive
that scheme is at least as good as the fixed block scheme since

encoding begins immediately after the last data bit of a block
I-( - ) log 2 (I - k) >e(l + log 2 I). (3) has been transmitted. The only overhead is the Huffman code-

word for the number of bits. In the fixed block scheme mes-
For 0 < le < J, the RHS of (3) is negative. Since the LHS sages can be delayed while zeros are Filling out a block.

of (3) is positive for 0 < le < 1, the assertion is proved. The successive coding intervals 11 , i, --- in this scheme form
The foregoing illustrates the crux of the problem of encod- a Markov chain. Since there are a large number of states, Find.

ing of bursty sources; the amount of overhead required is a in# the state probabilities is a formidable numerical problem.
function of the block length which translates directly into For our purposes a Monte Carlo simulation of a somewhat
delay. The same phenomena can be seen operating for more simplified model of the scheme is adequate. The simplification
complex source models. As an example cotisider the case of comes about by upper and lower bounding the Huffman code-
multiplexing several distinct sources on the same channel. If word by quantities that are much easier to compute. The un-
the allowable delay is large enough. the overhead required to certainty of a symbol with probability Pj is -log2 Pi. Let
distinguish the source can be made negligible. For example, f-log2 PJ - denote the integer part of -log 2 Pi. Ifa code with
data from each of the sources could be collected in separate lengths f-log2 PJ -:i = 0, 1, "-- I existed, its average length
buffers. The contents of these buffers could then be time would lower bound the entropy, which in turn lower bounds
division multiplexed onto the line. In this way no overhead is the average length of a Huffman code. A code with lengths
required to indicate the sources of data. This procedure [-log2 P,1  + I satisfies the Kraft inequality; cunsequently,
breaks down when one or more of the source buffers is empty, a code with these lengths can be constructed. Ilowever, such
However, by making delay large enough, the occurrence of this a code must have average length greater than the appropriate
event will have little effe t 2 Huffman code. The results of the simulation are shown in Fig.

3 where the averages of the upper and lower bounds of the
2 For a treatment ot encoding of mutitple sources see 161 block lengths, ., , -, ace plotted as a function of log.( I/I
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As we shall see presently, for each value of P there is a flag
length which minimizes bit delay. This minimum strikes a

- balance between flag bits and stuffed bits. As P decreases tbe
buffer is more likely to be empty; therefore, the flag length

A N , I -,should be decreased. However, decreasing the flag length in.
I Icreases the occurrence of stuffed bits.

oO F- The frequency of occurrence of stuffed bits in a random
| UN data sequence can be analyzed by means of the theory of re-

current events. The buffer occupancy can be analyzed by
LOV4ER BOUND means of a Markov chain model. Included in both of these

analyses are the parameters P, the probability the source pro-
duces a binary digit, and F, the length of the flag. It can be
shown that the results also depend upon the particular bit pat-
tern in the flag.

L 06 2 1o - P 1) The structure of flags was first studied by Nielsen [7] who
defined the concept of bifix in connection with flags. A flag

Fi. 3. Performance of adaptive block encoding sc.heme. is bifix free if there is no sequence which is a prefix and a
suffix to the first F - 1 bits of the flag. The sequences 10000

P). The results indicate that as P approaches one, the channel and 00001 are examples, respectively, of bifix free and non-
is matched by encoding over longer blocks which implies biffix free flags. It is a simple exercise to demonstrate that non-
larger delay. This result is consonant with the results shown in bifix free flags can cause delays in the decoding of data bits.
Fig. 2. While this is no problem in terms of operation, the analysis

The results of Figs. 2 and 3 also suggest that for a given is complicated. We shall, therefore, concentrate on the bifix
value of P, the average length of a block is given by block free flag 100 . 0 in the sequel.
i = H(!, P). It can be shown that there exists an 1* such that The theory of success runs as treated by Feller [8] allows
E(12 11 ) <11 if 11 >l and E(12 /11) >11 if 11 <P. In Fig.3 one to find the generating function of the time between
the locus of such points, i.e., H(10, P) = I*, is shown. We occurrence of stuffed bits in a stream of random zeros and
notice in Fig. 3 that as P increases, this equilibrium point ones. For the moment we consider successive source outputs,
occurs for larger and larger values of 1, indicating larger and ignoring intervening blanks. Consider a flag consisting of a one
larger coding delay. In fact, it can be shown that the solution followed by F - 1 zeros. If the source produces a one fol.
to the equation is approximated by lowed by F - 2 consecutive zeros, immediately a one is

1"-a 2.78/(1 -P) (4) stuffed. This is a renewal point since the system erases all
memory and begins afresh. Let U be the probability of a

for P close to one. Consider the entropy of a binomial distri- stuffed bit after the jth data bit. The probability of a random
bution with parameters P and 1. The maximum probability is data sequence producing a one followed by F - 2 zeros is
approximately equal to (2tr P(Il - - / 2 implying that the 2 -F+1 . However, a stuff bit can only occur after F - 2 zeros.
entropy is greater than or equal to 4 log 2 (2rP(I - P)I). Now, a We have

theorem attributed to J. M. Massey states that the entropy of
a discrete random variable with variance o2 is less than or U1 = 2 -F+ .  (5)
equal to + log2(2ffC(o 2 + 1/12)). Since the variance of the
binomial distribution is P(I - P)I. we may approximate the The generating function of the recurrence interval is then ._0
entropy by 4 log2 (2wreP(l - P)1). The solution to the equation

log2 2reP(l - P)* + P1* = P is given by (4) for P close to S(S/2)F-
one. F(S) = -- (6)

I - S +S(S2F-'
FLAGS

The mean recurrence interval is
An alternative to block encoding is a technique employing T

lags Whenever the tr smitter has nothing to send, this state
is indicated b' I f a unique F-bit sequence, the flag. V = 2F- i (7)
During the tim. ,te ' requireu transmit tis flag. binary
digits produced , th, (, e .ie buffered and read out after In (7) the recurrence interval is in terms of successive zero
the entire flag has been tiaiismitted. The output of the source and one outputs of the source. lowever, between these out-
is transmitted without encoding except when the random puts are a geometrically distributed number of blanks. If these
source reprlates the first F -- I bits of flag In this event the blanks mre taken into account, the average time interval in
transmitter stuffs a bit whJh is the ,omplement of the last seconds is given by p/1'.
bit of the flag. Thus. the .snlv time a flag is transmitted is In ct,nnection with the frequenc. of occurrence of stuff
when the buffer is empt rid ;I hiank appears at the output bits. the question of siabilit. ari:es. For the bursty model

of th source. the iner: time betwcen bh, nks is I( I I') In order th3t the
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transmit buffer not overflow, it is necessary that the mean SVT-?E OF h,,O4v
time between blanks be less than the ncan time between .
stuffs. For (8) we have the criterion '---; "-s-- '

F> + I (8) ' '-.-- 5
In2, 2

The overhead incurred by the use of flags other than that 2 (;: -":

treated above also follows directly from an analysis of success F "
runs. Furthermore, the same analysis of the frequency bit F 4

stuffing can be carried out for the simultaneous use of several "-
different flags. Fig. 4. Markov chain model ot flag scheme.

Camrass and GaUager [91 have studied source encodig
by means of flags. There is a similarity to our work in that we turn now to the case i , 0. F - I,j 0. We have
both use the theory of success runs to study the frequency of
occurrence of stuff bits. However, the difference lies in the use qjo = (I -P)q+ 11o + (P12)qio + (P/2)q- IF-2 (I)
to which the flags are put. Camrass and Gallager append a
flag to a message which happens to have a geometric distri- For i>, 0 andj = I we have
bution. In our model the burst of consecutive binary digits
is geometrically distributed, but we do not delineate differ- q1, = (P/2)q + (I -P)q+ 1 ,1  (12)
ent bursts. A flag is transmitted only if there are no source
output bits available. where q1 A Zi. P-2q 1 ; i > 0 is the probability that the

BIT ENCODING DELAY buffer size is i. The final case to be considered is i = F - I, ."

T -0.
The encoding delay of a bit in the flag scheme can be

studied by means of a two-dimensional Markov chain model. qF- .o = (I -P)qpo + (P12)qp_.o
The chain is in state (i,/) if there are ibits in the buffer and if +(P/2)qF- 2 .F- 2 +(I -P)qO- (13)
/ of the immediate preceding successive bits in the data se.
quence coincide with the first j bits of the flag. The last com. Define the transform of the buffer occupancy probabil-
ponent is the memory of the system and has dimension F - 2. itDes at a particular memory state as
The mechanism for state transmission may be described by
considering specific cases. If the buffer is not empty, its con-
tent decreases when the data source produces a blank. If the QAZ) -- 4 ,,: 1 = 0, 1, .-- , F- 2 (14a)
buffer is empty when a blank is produced, then the first bit io
of the flag is transmitted and the remaining F - I bits are
inserted into the transmit buffer. The level of the buffer can and the buffer occupancy moment generating function as
also increase due to a stuff bit. We point out that the stuffing
of a bit or the transmission of a flag brings the system to the F-2
zero memory state. Q(z) = 2 Ql(;). (14b)

Let us consider the flag 100 ... 0, a one followed by F- I j.0
zeros. The state transition diagram for this case is shown on Employing (9)--(13) together with the defiitions in (14) it
Fig. 4. Let qjq; i = 0, 1,2, -;j = 0, 1, ---, F - 2 denote the Ea n ( t er i th th at

steady state probability that the system is in state i, ). We can be shown, after some manipulation, that

can write a set of equilibrium equations by considering par. F--

ticular sets of states. Consider the states such that i > 0. Q(z)= - +
2 </<F- 2; we have 2~

qq = (P12)qi,i - I + (I - P)qj+ 1ji (9) "(z - I + p)F- 2(ZF - 1)] ( 1 -P)qol

The state (i, j) is entered by the arrival of abit replicating a //I

flag bit with probability P12 or the arrival of a blank with + (I -PXz -- I +P)F-I(zF - I)qo Z - I)
probability I - P. For i = 0 and j = 0 we have

q00 = (I -P)q 1 0 + (P/2)qo0 . (10) f(l -P)z- I + P) .- 2 -(Pz/ 2)F-1 1 . (15)

In (15) there are F - I unknowns for qot; I = 0, I....
Notice that the zero memory state Unplies that a flag or a F - 2. In order to solve for these unknowns we utilize a tech-
stuff bit has been transmitted. The system remains in the zero nique employing Rouche's theorem 11i , 11,. Q(:) is ana-
memory state if a zero is the output of the data source. We lytic within the unit disk; consequently, when the denomina-
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tor has a zero within the unit disk, the numerator must have a '0

zero at the same point. From the stability condition of (8) it ,
can be shown thit the polynomial in the denominator of (15)
has F - 2 di.! Pot roots on the unit disk. Let us denote these - '.

roots as : I, 2., F - 2. Since the denominator of .
Q(:) must be equal to zero at these points, we have then from ,
(15) the following set of equations. _____________"

0 2 4 6 5 10 12 11 16
F-2 FLAG \ENG-i

- I( i -I -o) (0,-I +p)- Fig. S. Performance of flag scheine.

X" TABLE I

(0i _ I + p)F-2(OiF - l)(1 -P)qot F
1-P 7 8 9 10 11 12

+ (I -PX( i _ 1 + p)F- 2(0,F - l)q 0 0  2- s  3.82 3.78 4.12 5.03 5.51
2-6 4.40 4.30 4.63 5,53
2 - 7  4.94 4.82 5.13 5.56

0, i = 1,2, "", F- 2. (16a) 2-a 5.47 5.32 5.64 "

We also have the normalizing condition
COMPARISON OF BLOCK AND FLAG ENCODING

Q() =1. (16b) A comparison of Figs. 3 and 5 shows a large difference in

encoding delay in favor of the flag scheme. For example, fori-, t Equations (16a) and (16b) give F - I equations in F - 1 P - 4 teaeaeboklnt sapoiaey4
P = I - 2- the average block length is approximately 40

unknowns, bits. We take this to be an approximation to the number of
Finding the roots of the polynomial P(z) and solving (16) bit intervals a newly arriving bit must wait, i.e., 40 s. In con-

for the quantities q01, I = 0, 1, -- , F - 2 are relatively straight- trast, the encoding delay for a bit in the flag technique can be
forward numerical problems. We can then calculate Q(:), less than 4 s for the appropriate flag length. These results
the generating function of the transmit buffer occupancy. apply generally to other probabilities. Further, as P -. 1,

- Returning to the equilibrium equations (9)-(13), we see that delay in the block scheme is proportional to 1/(] - P), whereas
the probabilities qij, i = 0, 1, 2, ";j = 0, 1, "", F - 2 can also in the flag scheme it is proportional to log 1/(1 - P).
be found. These will be used to calculate decoding delay in the For the flag encoding scheme, encoding delay is not the

sequel. only delay encountered before a bit is delivered to an informa-
We use as a measure of performance the average delay tion sink at the receiver. When a bit is received there may be

suffered by a bit as determined by the average number of bits an ambiguity that must be resolved. Moreover, this decoding

in the buffer. The average number of bits in the buffer can be delay is random and depends upon the state of the system.
determined from Q(z). The results are shown in Fig. 5 where begin the analysis by assuming the state (i,/) for the flag
q. the average delay, is shown as a function of flag length with 100 '" 0. Recall that i is the number of data bits in the trans-
I - P, the probability of a blank, as a parameter. mitting buffer and / is the system memory with respect to the

As shown in Fig. 5, for large values of F, the average delay flag. The ambiguity is resolved immediately if the received bit
may be approximated by (F - 1)/2 for all values of P. For does not replicate the flag, i.e., a zero for state j = 0 and a one p
large values of F, the buffer occupancy jumps to I' - 1 when a otherwise. The ambiguity persists if the bits generated by the
flag is sent. It more or less linearly (on the average) returns source continue to replicate the flag, and if the source pro-
to zero as blanks predominate over stuffed bits. When it duces i or fewer blanks. To justify this second requirement we

reaches zero a flag is sent again. As the flag length is decreased, note that more than i blanks would deplete the buffer and a
the stuff bits ..ome into play. (Recall that from (7) the mini- flag that would be transmitted resolves the ambiguity. The
mum value of F is determined by considering stability in amb;guity can persist for at most F -/- I seconds, since the p
connection with stuffed bits.) Although it is not evident first h - I bits of the flag would be replicated and a stuffed
from the cuives shown in Fig. 5 for large P. there is a mini- bit would be transmitted, also resolving the ambiguity. We
,mum value of average delay at a value of F larger than the summarize this in the following equations where the random
minimum. This slight dip in the curves is shown by the figures variable D denotes decoding delay.
In Table 1.

As P approaches one, the behavior of the flag encoding Pr[D >d/(i p)]
technique is similar to the block ercoding technique de.
scribed in tnc above. As is ,ihstrated on Fig. 5, (lic delay for 1 )d+ l7
any value of P may be lower bounded by (b - 112. ilowever. = (I )(// 2 )d (I - p(7)l= 0 I

from 00) we have that I- > log,(P/I - P) + I, and as P
approaLhes one, average dela\ becomes infinite. [quilion 1, 7 ) is tle probahility of a sequence replicating the

ir aI " " I f I I I I I l " -= d il I d 5:
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flag bits interspersed with i or fewer blanks. Based on 17) we
have for the probability ol delay - -

P,[D = O/i, = 1/2 for all i. j

36r

1/2; j F-2 3 p

P[D= Ili, il 1/ /2 -Pr[D> I 1(i,/j); a

0 2 46 6 to 12 i4 16
PD = d/i,j] FLAG LtENT

0; d 'F-j Fig. 6. Average decoding delay versus flag length.
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ABSTRACT P[blank) - I P
P(O output] - P/2 (1)

A model of a bursty source whose output is P[R output] - P/2
transmitted over a synchronous channel is studied

with the objective of understanding the relation- The sequence of O's and l's produced by this soure

ship between coding efficiency and delay. Two en- is to be carried over a synchronous, error-frev bi-

coding schemes, a block encoding technique and a nary channel with a capacity of one bit per secn,.
technique employing flags, are examined in some This source produces information at an average r.,t,

detail. The flag technique is analyzed by means of of P bits/second. Thus for P < 1 there will be

the theory of recurrent events and by two dimen- times when the source has nothing to transmit. But
sional Markov chains. For both the block encoding the channel, being synchronous, transmits only a

and the flag schemes it is shown that as the source zero or a one every second and this condition must

becomes less bursty delay approaches infinity, be suitably encoded. In general the number of ojer-
This results obtains in spite of the fact that both head bits that are required to encode the state of

schemes are reasonable and in the limit the encoding the source is a function of the allowable delay.

problem disappears. The relationship betwe2n delay and ch,,:nc!

capacity can be illustrated by means of the foliw-

ing encoding procedure. All of the source outputs
INTRODUCTION in an t second interval are encoded in a block.

each t bit interval the information that must be

This paper is concerned with the interplay of transmitted is the number of binary digits gener-
delay and overhead in the multiplexing of data on ated by the source and the values of these digits.

common facilities. The relationship of these quan- If this requires less than t bits intervals, zeros
tities is due to certain unique properties of data can be transmitted in the slack interval with no

in an interactive environment. A basic property ambiguity. Since the number of data bits produced
of data traffic is burstiness, i.e., short busy in an L bit interval follows a binomi3l distribu-

periods interspersed with relatively long idle tion, the entropy of this encoding is

0 periods which contain no information. The second L
relevant property of data has to do with delay. In H(L,P) - Pt - I b(i;Z,P)log 2b(i;t.,P)
many applications data traffic is highly inter- 1-0
active placing a premium on rapid response times, where 1, (2)

These properties of data signals allow one to for- b(i;1,P) =i) f (l-p)
mulate a source encoding problem which conaiders
delay as a basic component-k In Figure 1 we show plots of H(t,P)/t as a function

of L for various values of P. We see that H(t.P)/Z
SOURCE MODEL asymtotically approaches P for large Z. Thus, th,

portion of capacity devoted to overhead heo"

In order to study the problem of delay in cod- zero as the block size is increased. H,,we. e .

ing we consider the following model. 3.source pro- delay increases as the block length inreies.

duces either a blank or binary digit once every increasing 1. the block length, and by holinv P

second with the following probabilities. fixed the source can he matched to the Channi n
the sense of H(L,P'/ . I (see Fig. 1). (n ti
other hand it can be shown that lor ' :lx,.!

H(t,P)/t > i as P approochis 1. Deirec E' I - >

For r small h(i,l-r) = l-t)i - (l-i-

Related work on the encoding if bursty sources
-tclog t. But for t we have

has bee.% carried out by Callagerl and Humblet

This work was supported in uart by NSFEC Grant

A0991 and bv the postdoctori prorram kDC B9-351.3 For <t'<' the RHS of Ei. 3 is ne.ttlv, .. -r.
funded by US Army COPAD(OM. LHS of Eq. i ui po-4 itive for O, 6,I t, ..

is proved.
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The foregoing illustrates the crux of the pro- From Eq. 4 one can find the generating function of
blm of encoding of bursty sources; the amount of the recurrence times.
,vrh.jd required is a function of the block length
wh;,h tr*nslates directly into delay. The same (_/2) -I ?z/2)(
,henomena can be seen operating for more complex Fc) = F((5)

2 1-z+(z/2)F
source models involving multiple sources

We can calculate the mean recurrence time as
FLAGS

F-1
Flags can be used to encode the basic bursty I - (1/2) 2F

soire discussed above. The encoding process is 1 F - -2 (6) 
initiated by transmitting the digital output of the
source. When a blank appears a flag composed of a
unique F-bit sequence is transmitted. During the The sensitivity of the stuffing process to the part-
time interval required to transmit this flag binary icular flag pattern is Illustrated by considering
digits produced by the source are buffered and read the flag 100... 0, a one followed by F - I zeros.
out after the entire flag has been transmitted. The The probability of a random data sequence producing
outpu: of the source is transmitted without encod- (1/2)F-1;
ing except when the random source replicates the a one followed by F - 2 zeros is howevera stuff bit can only occur after F - 2 zeros. We
first F - 1 bits of flag. In this event the trans-
mitter stuffs a bit which is the complement of the
last bit of the flag. The only time a flag is Ui . 2-F + 1
transmitted is when the buffer is empty and a blank
appears at the output of the source. For each value
of P there is a flag length which strikes a balance The generating function of the recurrence times is
between flag bits and stuffed bits. As P decreases then
the buffer is more likely to be empty therefore the z/2)F-1
flag length should be decreased. However decreasing F (z) \z/2) (7)
the flag length increases the occurrence of stuffed 2 1- z + (z/2)F1

bits.
The frequency of occurrence of stuffed bits in The mean recurrence time is

a random data sequence can be analysed by means of F-1
the theory of recurrent events. The buffer occu- 2 - (8)
pan-y can be analyzed by means of a Markov chain
model. Included in both of these analyses are the It is of interest to note that from Eqs. 6 and 8
parameters P. the probability the source produces a
binary digit and F, the length of the flag. To some
extent, the results also depend upon the particular lrm 1
bit pattern in the flag. 3

,he theory of success runs as treated by Feller
3

allows one to find the generating function of the Thus in the limit the sequence l000...Oevokestwice
rime between occurrence of stuffed bits in a stream as many stuff bits as the sequence 000.. .0.
of random zeros and ones (For an alternative ap- In connection with the frequency of occurrence
proach see Ref. 4). Consider a flag consisting of of stuff bits the question of stability arises. For

zeros. I the source produces F - 1 consecutive the bursty model the mean time between blanks is
Zeros iim.ediately a one is stuffed. This is a re- l/(l-P). In order that the transmit buffer not
tewal point since the system erases all memory and overflow it is necessary that the mean time between
begins afresh the counting of strings of zeros. Let blanks be less than the mean time between stuffed
L' be the probability ofa stuffed bit after the jth bits. From Eq. 6 we can derive the following

data bit. The probability of the source producing a stability criterion for the all zero sequence.

sequence "f F - I consecutive zeros on bit numbers
F+1 ln(2+(1/1-P))

J,j - 1,...,j - F + 2 Is 2 . There is one and F > In 2 (9)
only one stuff bit after one of these zeros. The
probability that the stuff Is after bit number J-k From Eq. 8 we have the criterion for the sequence
and the next k bits are zeros is U Jk2-k(k-O,1 ...., 00.. .0

F - 2'. Since F - 1 possibilities are mutually ex- ln(l/(!-P)
tlisive we have the following recurrence relation- F In 2
ship

Bit delay for the fla scheme can be studied
V U 1_i2  +. + U 2F+22 2- F+I j F - I by meins of a Markov (hain model. For ease of

(4a) analysis we only cunsider the flag 100...0. The
same general conzlusions apply to the all zero

* U - U - ... - 2 - 0 (4b) flag. The statt of tle .hain. (I, 'i, is two dimen- Z.1 *

sional consistir7 of the num ber of bits in the buf-

0 1 (4c) fer, i. and of the number if bits In the data

0  sequence that replicate tho flag, J. The last

13.2.2
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component is the memory of the system and has di- Employing Eqs. 11-14 together with the definitions
mension F - 1. The mechanism for state tranemis, in Eq. 15 it can be shown, after some manipulation.
slon may be described by considering specific cases. that
If the buffer Is not 4,mpty Its contents decrease
when the data source produces a blank. If the buf- F-2 P7 F-f-I f-I
ter is empty when a blank is produced then the-- 2 (-i) (z-l+P)
first bit of the flag is transmitted and the re- I t-i
maining F - I bits are inserted into the transmit
buffer. The level of the buffer can also increase - (z-l+P)F-2 (F - 1) (1-P)qot
due to a stuff bit. We point out that the stuffing
of a bit or the transmission of a flag brings the F-2 F
system to the zero memory state. + (l-P) (z-lP) (z - 1)q00  "'7

The state transition diagram for the flag Q(x) 0 (17)
100...0 is shown in Fig. 2. Let q j; I - 0,1,2...; (z-l) (1(-P) (z-l+P) - (Pz/2)-1

j " 0- ...., F - 2 denote the steady state probabi- In Eq. 16 there are F - 1 unknowns for qot;
lity that the system is in state (ij). We can

write a set of equilibrium equations by considering I - 0,1,..., F - 2. In order to do this we utilize
particular sets of states. Consider the states such a technique employing Rouche's theorem. Q(z) is
that i > 0, 2 < j F - 2 we have analytic within the unit disk; consequently, when 0

the denominator has a zero within the unit disk the
q (P/2 ), ij_ 1 + (1-P)qi+l j  (11) numerator must have a zero at the same point. From

the stability condition of Eq. 10 it can be shown

The state (i,j) is entered by the arrival of a bit that the polynomial in the denominator of Eq. 17
has F - 2 distinct roots on the unit disk. Let usreplicating a flag bit with probability P/2 or the denote these roots as 8 1,i,..1.2 F - 2.

arrival of a blank with probability 1 - P. Now
consider the case where a string of zeros is inter- Since the denominator of Q(z) must be equal to zero
rupted by a one. We have at these points, we have then from Eq. 17 the fol-

lowing set of equations.
qo (1 - P)q10 + (P/2)qo0 (12) -l010F-2 PS.

- I I(e __A) (2- F - -  (ei 1+') -  .,

Notice that the zero memory state implies that a 1
flag or a stuff bit has been transmitted. The sys-
tem remains in the zero memory state if a zero is (8 -1+pF-2 (e _ 1)1 (lP)q~j .0the output of the data source. We turn now to the - i
case 1 0 0, F - 1, j - 0. We have + (-) (0 + F-2 (F 1) q

q iO~~( l P (,-l P ( 8- qiL, +-P2 q o + (P 2 q , 1 ) q 0 0 ,

qO - (l-P)q ,O (P/ 2 )qO + (P1)iP-2 = 1,2,...,F - 2 (17a)

(13)
For i > 0 and J > 1 we have We also have the normalizing condition

q4 j - (P/2) q + (l-P) ql+l (14) Q(1) - 1 (17b) e
The final cases to be considered are that of Eqs. 17a and 17b give F - 1 equations in F - 1 un-
I - F - 1, j - 0. knowns.

Finding the roots of the polynomial P(z) and
q - (1-P) 0 - (P/2)q 7 1 0  solving Eq. 17 for the quantities qoj, t - 0,1'....
F-1.0 F,O -0 F-2 are relatively straightforward numerical pro-

144 + (P/2 )q 2 2  (-P)q (15) blems. We can then calculate Q(z) the generating
+- + (1-q 0  () function of the transmit buffer occupancy. Return-where ing to the equilibrium Eqs. 11-15, we see that theF-w probabilities q , i - 0,1,2,...; j - 0,1,...,

- 1 qo0 J F-2 can also be found.
We use as a measure of performance the aver-

age delay suffered by a bit as determined by the
Define the z-transform of the buffer occupancy average number of bits in the buffer. The average

probabilities as number of bits in the buffer car be determined

Q (z) jz ziqtJ ; 
J - 0,1,....F - 2 (16a) from Eq. 16 by differentiation or by calculating

i-0 F-2

and I L q j. The results are shown in Fig. 3
a n di n O i 0

F-2
Q~z Q (0z(6b

Q(z) - 1-0 (16b) where q average delay is shown as a function of
flag length with I-P. the probability of a
blank, as a parameter.

13.2.3
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As shown in Fig. 3. for large values of F,
the average delay may be approximated by (F-l)/2

for all values of P. This Is as expected since
for large values of F. stuff bits have little ef-
iect. As the flag length is decreased the stuff
bits come into play. From Eq. 10 the minimum val-
ue of F is determined by considering stability in

connection with stuffed bits. Although it is not

evident from the curves shown on Fig. 3, for large
P there is a minimum value of average delay at u
value of F larger than the minimum. AsPapproach-

es One the behavior of the flag encoding technique
is similar to the block encoding technique describ-
ed in the foregoing. As is illustrated in Fig. 3
the delay for any value of P may be lower bounded
by (F-l)/2 by ignoring the effect of stuff bits.
However from Eq. 10 we have that lim F = Thus

as P approaches one, average delay becomes infinite.
Eq. ) indicates that we may expect the same sort of
behavior from the all zero sequence.I -e
CONCLUSION AND FUTURE WORK

A simple source encoding problem which illus-

trates the tradeoff between delay and efficient
encoding has been posed. Two encoding techniques
have been examined in detail. For the second of
these, utilizing a flag, stability conditions were
found and a Harkov chain model was analyzed. In
both cases it was known that as P-1 the delay ap-
proaches infinity. The paradox in this result is
that for P - 1 the coding problem disappears.

The work can be continued in several direct-
ions. First of all the minimum delay overall cod-
ing schemes for P close to one Is of interest.
Also, the source model can be extended by consider-

ing more general arrival processes, (e.g. Poisson)
and by considering several sources which must re-
main distinct. Again it appears that a Markov
chain model can be used to describe a flag encoding
scheme. Finally the subject of decoding delay for

the flag scheme merits attention. Whena bit forms
part of a flag sequence there is an ambiguity at
the receiver. The time required to resolve this
ambiguity is a function of the state of the system.
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Abstract

We consider the problem of obtaining an optimal strategy for

packetizing a data stream which enters a network one character at a

time. Our objective is to maximize the number of users subject to a

Qdelay constraint which includes both queuing and packetization delay.

We show that the optimal strategy is to packetize with probability (1-q)

after the arrival of N characters and to otherwise packetize at the

* Oarrival of the N+1'st character where N and q are functions of the

delay constraint. A proof of optimality and numerical comparisons with

other packetization strategies are given.
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1. Introduction

Most packet switched networks are characterized by the "bursty"

nature of the traffic that they carry, i.e., by the fact that the traffic

sources deliver data to the network intermittently with a high peak-to-

average rate. It is this phenomenon that makes packet switching,

which gives the communication channel to a user only when he actually

wants to use it, so attractive. Ironically, however, in the most

extreme case of burstiness, when the sources generate data one

character at a time, packet switching may become unacceptable because

of the overhead due to the header which must be placed on each

packet. Thus, if an H character header is used with only one data

character per packet, an overhead of 100H% is incurred. Typical

values of H range between 6 and 32 in networks in operation today. If

a random access mechanism, where users transmit at random times and

contend for the channel is used, a significant number of additional

synchronization bits must be added to the header and H may become as

large as 60 in some cases. As random access becomes more prevalent,

as it is in local area networks today, this problem becomes more severe.

An obvious solution to this problem is to buffer input characters

until a reasonable number of them can be placed in a packet together.

If N data characters are placed in a packet with an H character header,

the overhead is reduced by a factor of N when compared with the case

where only a single data character is placed in each packet. Now,

however, one must also consider the effect of packetization delay. If

we wait for N characters to arrive before packetizing, we incur a

packetization delay roughly linear with N. If the input channel or

the source is low speed and there is a tight constraint on delay, this

-2-
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packetization delay is significant and must be considered when selecting

the packetization strategy.

Such a situation arises in practice when many interactive users

enter a packet switched network over low speed input lines and then

share a high speed line within the network, as is shown in Figure 1.

There are M users, each of which produces an average of p

characters per slot. The slot is defined to be the length of time it

takes the low speed input line to transmit a character. Thus p is .0,

always between 0 and 1. We assume that the users are independent of

each other and also that characters from a given user arrive

• independently. In each slot, each user produces a character with 06

probability p. The high-speed network link shared by those users has

a speed of r characters/slot.

In some applications, the initial network node can echo characters 1

typed by the user, and the problem of trading network efficiency

against delay perceived by the user can be avoided. Thus, the node

will echo individual characters back to the terminal, thereby satisfying -t

the user's constraint on delay, and also buffer a reasonable number of

characters for inclusion in each packet, thereby keeping the overhead

4.O  due to the packet header acceptably low.

In many applications, however, this approach is not feasible. For

reliability, some users prefer an echo from the remote host to ensure

4O that the data was not altered in transit through the network. In some 0

cases, the host echos not just what is typed but also fills in default

values for the user. An example of this is a system which will fill in

the remainder of a keyword or file name once the user has entered an

0 -4-
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unambiguous prefix (e.g., the user types "COP" and the system echos

40 "COPY FROM" because the only command which starts with COP is the

COPY command). Another reason for a remote echo is that the network

node may be unable to echo characters on a selective basis and unable

to handle the load of echoing all characters. Thus, the problem of .6

handling sources which produce characters at a low rate and which

require packetization within an amount of time comparable to the inter-

arrival time of individual characters, is significant.

We thus consider a problem where we are given a constraint on

delay, D (in units of slots), which includes both packetization and

network delay. For simplicity, we consider the case where the network

consists of a single link as shown in Figure 1. Other, more complex

situations can be modeled by adjusting D to reflect the allowable delay

after subtracting off other delays, e.g. host delay, and by adjusting

the expression for network delay to reflect the presence of many network

elements. This is beyond the scope of this paper and will not be

considered any further.

Our objective is to maximize M, the number of users active at any

time, subject to a constraint on D, the overall delay, by obtaining the

V optimal packetization strategy which keeps both the packetization and -

network delay small. Specifically, we seek to maximize M subject to a

constraint on 5, the average per character delay, where ) is given by:

F) D + D+
pk s w

where Dpk' D.' and Dw are the average per character delays due to

packetization, service (transmission) and waiting (for the shared

network link), respectively.

-5-



We develop a packetization strategy suitable for use in tightly

constrained situations as described above; i.e., in situations when both

channel efficiency and time delay are important. We prove the optimality

of this strategy and offer computational evidence to show that our new

strategy increases channel efficiency significantly, in some cases over

50%, when compared with simply using fixed length packets. Our

strategy is also easily implemented and also offers the advantage of

small variations in delay from packet to packet. .,

*i

'I

* .1

*J
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If. Delay and Packetization Models

* We model a packetization scheme by a state transition diagram as

shown in Figure 2. We consider only packetization schemes which form

packets entirely from characters from a single user and furthermore

restrict consideration to memoryless strategies, i.e., strategies which

consider only what has happened since the last packet was formed in

making the decision when to form the next packet.

* Figure 2 can be thought of as the state of the buffer corres-

ponding to a single user. The initial state (at the top of the diagram)

corresponds to the buffer being empty immediately after a packet is

formed. Transitions in the diagram correspond to state changes over

a single slot of width A. With probability p, a character arrives and a

transition to the left to a shaded node occurs. With probability I-p, no

character arrives and a transition to the right occurs. If a packet is

formeu, as at node j in Figure 2, the transition is upward to a state

immediately following the formation of a packet.

Each state, i, has associated with it ni, the number of characters

in the buffer; dI the aggregate packetization delay suffered by all these

characters; and r, the probability of reaching statL i. The initial

state, 0, has n0=O, d= 0 , and r0=l. Figure 3 shows the general

situation for a downward transition (i.e., from a state in which a

packet is not formed. Note that the relations between the quantities at

nodes j, k and I are not functions of whether or not a character 0

arrived at node j.

The packetization rule can be thought of as choosing which nodes

in this tree to packetize at. Indeed, any memoryless rule which forms

single user packets can be so represented.

-7-
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A. Pac-ketization Delay

If the packetization scheme results in a packet length distribution

of

f = Prob {Packet length is i characters)

Dthen pk' the average per character packetization delay, is given by

f. d.
0 Dpk 1 0

y

where d. is the total average packetization delay suffered by alli

* characters in a packet of length i and y is the average packet length

which is given by

: = if.
* i f

Since characters arrive independently at a rate of p characters per

slot, the average interarrival time between characters is - slots and d.
* p ,

obeys the recurrence relation

|+
|p[ ai = ai~ -_11

This, together with the initial condition do=O yields

.- i(i-l)
d. 2p

Thus, for example, if the scheme resulted in a 2-point distribution with

fn =-q and f q then

• 9-*
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* 1

y = n+q

5 _ (1-q)n(n-1) + g(n+l)n
pk (n+q)2p

= Y1 + g(l-g)

2p 2py"

This function is drawn in Figure 4. As can be seen, the function is

continuous and piecewise-differentiable. It behaves roughly like the

linear function 1 and indeed matches that function for q=0 and q=1.2p

The difference between the two functions is greatest near q=n[(1 )2]]n

This difference decreases as y increases.

B. Service Time

The average service time per character, Ds is given by

i2 f.D ) + H
s r

y

where r is the speed of the high-speed lines in characters/slot and H is

the number of characters in the packet header. For the 2-point

distribution above,

D = y + H +

r y

Thus we see that Ds behaves in a manner very similar to D pk It is

continuous, piecewise-differentiable and follows a linear function of y

very closely, the difference getting smaller as y increases.
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C. Waitinq Time

The exact relationship between the character arrival rate, packet-

ization strategy and DW the average per character waiting time for

the high speed channel, is complex. We believe a reasonable approxi-

mation to this delay is given by approximating D by the waiting time

in an M/G/1 queuing system. Since the character arrival process is

Poisson, this seems reasonable. Thus, Dw is approximated by
w

= mX-
Dw 2(1-p)

where M is the number of users I
X is the average arrival rate per user in packets per slot 4

x7 is the second moment of the service time for a packet

and p is the average channel utilization.

For the system at hand,

PI

y= pM -H

r y

r
fi(i+H)

2

x r 2

For the 2-point distribution above,

7 _ I(y+H) 2 + q(l-q)]

and

-12-
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+1

Mp[(_jttU2 + q1i-q) ]

* 5 w = - 61
2r 2 1- pM Y+H

r y

D. Total Delay

From the above, we have a general expression for D, the average

per character delay in slots,

D = . i(i-1) +i2/j ii +MA(i+H ) 2  ( ) S
i 2py r 2r2(1-p)

- pM[(y+H)2  +_(l___)]
W 2r2 ly - p_" l+H -

r

:-

-S
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III. Derivation of the Optimum Packetization Strategy

We now consider the problem of maximizing M, the number of 9

users, subject to a constraint, D*, on the average per character total

delay. We thus seek the optimal value of the packet length, y, and the

optimal packetization scheme which will yield this optimal length.

Given M and y, we see from equation (*) that the packetization

scheme that minimizes D is one which minimizes the second moment of

the packet length, ji 2 f.. We are constrained, of course, to packet -0
i 1

length distributions where the packet length only takes integer values.

It is easy to see that the distribution which minimizes the second

moment subject to these constraints is the 2-point distribution which we '00

have been discussing; i.e.,

1-q i=n

f. = q i = n+1 16

0 otherwise

where y = n+q. To see this, we use the technique of Lagrange

multipliers [9J to find the minimum of

_i2 f. + u 2if. + Wi_. where
I 1 .1

a and 1 are the Lagrange multipliers. The last two terms are used to

satisfy the constraints _if. = y and 2f. = 1. In addition, all f. 0.
I 1 1

Differentiating with respect to the fI we get

- 0 for all i such that f. > 0
i2 + (yi +

> 0 for all i such that f. = 0
I1

Thus there are at most two non-zero values of f. that can satisfy the

6 -14-
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equality condition above. To satisfy the inequality condition these two

values of i must differ by one.

Thus we see that for a given value of y and M, the total delay is

minimized by any packetization scheme which gives rise to a 2-point

packet length distribution.

We see from this that we need only consider 2-point packet length

distributions in order to obtain an optimal packetization strategy since

minimizing delay for a given number of users and maximizing the

number of users for a given delay are complementary problems. The

question of how to find the average packet length, y, still remains and

will be discussed below.

A similar result, proving that a 2-point packet length distribution

is optimal, can also be obtained by approaching the problem in a

different way by considering packetization delay and service time

together. Any packetization scheme can be thought of as a decision

rule which, given the state of the buffers, decides whether to packet:ze

or not. Figure 2 shows the state space for this decision process.

Tracing a path from the root to any node, j, one can determine

the probability, rj, of reaching that state by multiplying all of the link

probabilities. One can also find the number of characters, nj, in the -.

buffer by counting the number of shaded nodes in the path from the

root to node j. Finally, one can determine d., the total delay due to

packetization and service time suffered by all characters in the buffer, •

if a packet is formed at node j. This is done by adding together the

delays of all the characters in the packet.

Let x. be a decision variable taking the value I if we packetize at 0

node j and zero if we do not. Any packetization scheme can be defined

-15- 0



solely in terms of the x.. Furthermore,

JI

y= x. r. n.K I I

and
D = I x. r. d.j J J

I I0

where D1  is the average packetization and service delay for all

characters. We seek to maximize y subject to the constraint D 1 /y < D*.

There is also an additional constraint that the packetization scheme be ,

consistent. In particular, x. = I implies that xk = 0 for all successorsj k1

k of node j since once we packetize at node j we will never reach node

k. .

It is somewhat easier to see what the optimal policy is if we

consider the decision process in a slightly different way. We define a

new set of decision variables, w. associated with the nodes j. The w.' I

are related to the x. above by the rule that if x. = I then w. = 1 for all

predecessors of j and w. = 0 otherwise. For all consistent values of x.,

the w. are well defined. Setting w. = 1 can be thought of as decidingI I

not to packetize at node i.

We now define g. as the increment in packet length due to the

decision not to packetize at node j. Similarly we define h. as the

increment in the average total delay, D1 .

The expressions for y and D, can then be rewritten in terms of

the new decision variables, w., as follows: -

y = iw. g

Di I * 16-• D1  = Zw.h.

* -16- -



The incremental effect of not packetizing at node j is shown in

* Figure 3. As can be seen if w 1, two nodes, k and 1, will be

counted instead of node i in the sums for y and D1 . Thus:

g. = (1-q)rj
* "0

2n. + H + 1h. (n. + -J
h = c )r

* In order to maximize y for a given D we would prefer to choose G

nodes j with maximal gj/hj, i.e. nodes which maximize the incremental

gain in y per unit D 1 . Note that in reality it is D 1 /y not D, which is

* the constraint but since we seek to maximize y we are simultaneously .0

loosening the constraint as much as possible.

In order to maximize g./h. we choose nodes j with the smallest

* possible n. and set w. = I for those nodes. We continue to pick nodes .

until we find that setting the next w. = 1 would cause D 1 /y to exceed

D*. Until this point, we have assumed for the sake of simplicity that

* w. would only take the values 0 or 1. In fact we are free to assign -

any value in the range 0 to 1 to each w.. At the point where setting
w. 1 would violate the constraint on DI, there exists a value, a, of

* w. which would cause the constraint to be satisfied exactly, since D*y -0-

is a monotone function of w.. Thus, we set w. = a for this last j and

satisfy the constraint with equality.

* It is clear that this procedure will indeed find an optimal set of 0

values for the w in the sense that y is maximized. To see this we

need only note that in order to increase the value of any w. above the

* value set by this procedure we would have to correspondingly decrease

-17-



the value of some other w k with a resulting decrease (or at best no

change) in y. This is because we are selecting the nodes, j, in order

of g./hj, largest first.

Note that at any stage there is an infinite number of nodes j with

the same value of n. to choose from. Any selection will yield exactly

the same value of y. Indeed, one need only ask if w. can be set to Ii

for all nodes with a particular n.. If so, we do this before asking the

question for the next larger value of n.. Thus we avoid any conceptual

difficulty with the finiteness of the decision process.

We are left then only with the question the consistency of the

packetization policy. This too, however, is no problem. Note that if

we set w. = I if n. < n* and also for a collection of nodes with n. = n*
I I

and with aggregate probability 1-q then we have a consistent

packetization policy which adheres to the optimization criteria. This

policy can be simply stated, and equivalently implemented, as waiting

until the n* -t -h character arrives, flipping a coin which comes up heads

with probability q, packetizing at that point if the coin comes up tails,

and packetizing after the next character arrives otherwise.

We have thus shown, again, that a 2-point distribution minimizes

delay due to packetization and service time. Given M, the number of X0

users, this also minimizes queuing delay, as shown above. We now

turn to the final question, how to determine y, the optimal average

* packet length, in practice.
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IV. Cqmputation of theCp_timal Packet Length

Examination of the expressions for the components of delay given

in Section 11 shows that grossly, packetization delay and service time

grow linearly with packet length while queuing packetization delay

decreases as the packet length increases (since the overhead due to the

header, which contributes to the utilization, decreases). There is,

however, a term proportional to q(1-q) (where q is the fractional part

of the packet length) present in each delay component. This term

causes the derivative of delay with respect to packet length to be

discontinuous and prevents us from simply doing a gradient search to

find the optimal value of y. As can be seen by examining Figure 2,

however, one might expect a simple search to yield a reasonable approx-

imation to y since the q(1-q) term is small and becomes even less

significant as y increases. We are thus led to the following approach.
14

Ignoring the q(]-q) terms in 1, we can find ', an approximate

value of y, using a gradient search or other simple search procedurc.

o Thus we let

y(y+ )) 2r : y - 1 _ + 1 Y

2p r 2r 2 11 Mp (y+ f)
r y

and

p Y+H)I(I Mp ) (y + f I ) _ 21

dD - I +I MV( YU)(M r(f). Y Ydl_ y r y yt
dy 2 p r 2r [-MP (Y+l)1 1

r y

(;iven N1, we can then minimize I) by finding ', the vilue ol , hcr

the derivative is 0. Given 1), the value of M can then be ad.. ,.

since D is monotone with N1; i.e., if D is less (greater) than th], r 41 rdt i
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delay, then M can be increased (decreased). A binary search on M can

thus be performed. A simple initial upper limit on M for this purpose S

is M=r/p. Given these approximate values of y and M, it is then possible

to proceed in practice using the real values of D inr'-ding the q(]-q)

terms. The derivative is now only continuous over individual integral "

values of y and so, strictly speaking, a separate search must be per-

formed over each such interval. In practice, at most 2 such intervals

would have to be searched once the above approximate values were

determined since the q(]-q) terms do not alter, the result much. This

is verified empirically by the computational experience presented below.

S
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V. Computational Experience

We now examine the effect in practice of using this optimal packet-

ization scheme rather than simply forming fixed length packets. This

issue, along with a comparison with other strategies, is examined in

*more detail in [1]. A simple optimization procedure was implemented for 0

this purpose, and is described below.

The search procedure used is shown in Figure 5. The variables y

and M are the current values of the packet length and number of users

being examined, respectively. The variables y'* and M* are the current

estimates of the optimal values of y and M. D rqis the delay require-

ment in slots. The variables a and T control the length and precision

of the search and were set to .01 and 2, respectively. We are interested

primarily in cases where y is small and so this simple linear search is

* quite reasonable. For large y the procedure described in the preceding

section could be implemented or, more simply, larger values of a and T

could be used with this procedure since small differences in y would

not alter M.

We examined problems with p, the number of characters per user

per slot, of 14 and r, the trasmission speed of the high-speed channel

in characters per slot, of 300. This corresponds to users producing

* characters at an average rate of 1 per second on a low-speed channel

with peak rate 4 characters per second and sharing a high-speed

channel of 1200 characters per second. Values of H, the packet header

size, of 1, 6, and 32 were examined.
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FIGURE 5 SIMPLIFIED SEARCH PROCEDURE
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'FABIL I

COMPARISON BETWEIN ()PTIMAI. ANI) FIXED SCHEMES

treq(Alots) - MIIxed Mfixed difference UP

.1 1 .() 579 1 579 0. 0 614

.2 1.01 590 1 589 0.2 628

.5 1.09 612 1 595 2.9 606

1.0 1.26 653 1 597 9.4 720

1.5 1.50 701 1 598 17.2 764

2.0 1.83 755 1 598 26.2 800

2.25 2.00 783 2 783 0.0 816

3 2.26 816 2 795 2.6 857

4 2.77 864 2 797 8.4 900

4.25 3.00 875 3 875 0.0 909

5 3.21 901 3 893 .9 933

6 3.70 929 3 896 3.7 960

6.5 4.00 943 4 943 0.0 9710
7 4.13 953 4 952 0.1 981

10. 5.53 1003 5 994 0.9 1028

Table Ia. (H=) A
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1)M* M %differencereg- q fixed fixed --

4011.00 148 1 148 0.0 1794

0.5 1.07 172 1 167 2.9 206

1.0 1.24 194 1 169 14.8 240)

2.0 1.81 259 1 170 52.3 300

2.5 2.06 293 2 291 0.7 327

4.0 2.78 361 2 297 21.5 400

44.5 3.02 387 3 387 0.0 423

10.0 5.64 563 5 540 4.3 600

Table lb. (H=6)

D ___M Yf ixed M fie %difference M UB

0.2 1.00 22 1 22 0.0 39

1.0 1.16 36 1 34 5.8 53

2.0 1.12 49 1 35 40.0 74

3.0 2.13 67 2 66 1.5 86

10.0 5.49 163 5 157 3.8 189

Table Ic. (H=32)
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Table 1 shows the results of a comparison between the optimal

scheme and fixed length packets. The column labeled "%-difference"

shows the percentage improvement in M using optimal packet lengths

(y*) rather than the best fixed length (yfixed). Figure 6 shows this

comparison for H=6. As can be seen, the improvement is quite

significant in some cases. In particular, this difference is most

significant for small delay and large H.

Note that the difference in performance is not monotone. In

particular, as the allowable delay increases, y* increases. As y* takes

a larger fractional part, M* increases. The fixed length scheme,

however, cannot do this and so Mfixed increases only very slightly.

The rise in M* with increasing y* is due to the decrease in header

overhead as the packet length increases. The small increase in Mfixed

is due to the 'light increase in utilization permitted by increasing the

allowable delay.

The column labeled MUB in Table 1 and shown in Figure 1 is an

upper bound on M computed from the simple observations that the

packetization delay must be smaller than the total allowable delay, D,

and the packetization delay is at least 5--1 This puts an upper bound2p

on y:

y < 2 p D + 1 (2)

An upper bound on M is then obtained by observing that the
S

utilization of the high speed channel is bounded by 1:

M - r _(3)p y+fI

-26-



Thus

M r 2pD+1
p 2pD+1+H 0

As we can see, this bound is tightest for large D and small H. It is

sometimes useful in quickly estiating M* to compare it with M which
'0

is easily estimated by equations 2 and 3 and restricting y to integers.

000
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VI. Conclusions

We have presented a packetization strategy along with a proof of

its optimality. The technique is easily implemented in practice. A

comparison with fixed length packets is presented and the optimal

technique exhibits significantly higher throughputs, in some cases over

50% higher. We conclude therefore that the packetization strategy

should be used, in practice, especially when the delay constraint is

tight and the header size is large.

.I~

.42.,
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* Optimal Fixed Frame Multiplexing in Integrated
Line- and Packet-Switched

40 Communication Networks
BASIL S. NAGLARIS, MIIIR. ItFE AND) MISCHA' SCHWARTZ. Fri.i.ow. iFEL

Abstract-Recentli emphais has. been placed on integ~rated conmmuni- such systems. A measure of the performance of the system
cation facilities capable of handling Nb line-swilching and packet.'.%ilch- is the average queueing delay experienced by an average
i digital traffic. The problem of d~namicall% allocating t he bandt~idth of a msae

trunk to both rnpe'. of traffic ii. formulated 2' a NIarkobian decis.ion msae
prms. Line switching is nmodeled as a lime di~ision multiplexing to'.% Closs in [I] presented a comparative evaluation of line-
s cheme oter a tmning portion of a fixed lime frame. Packet-..%iiching and packet-switching lossless schemes and showed the su-

*traffic is senked through the remaining portion of the frame and require'. perioritv of the former for length'. message traffic and of
queueing at the multiplexer-concernrAtor. Two different cost crileria Ar the latter for bursts short packet traffic. This basic result
examined in~olsing probabilits of blocking for line %%itchingt And aieragc i enfrhrdmntae i 2-4 o aiu lse

*queueing dela% for packets. T 'he corresponding riptimi/ation prohlem%. are hsbe ute eosrtdi 2-4 o aiu lse

* ~~presented under reasonable %implifung a.'.umpiion%. The miosahle boundar%.~ oes
scheme suggested for commercial implementation of integraied multi- In a more general-purpose digital data communication

*pltes is showin to offer optinial or near-optimal performance. network. it is desirable to integrate both line- and packet-
switching facilities. The user or the netwkork manager may

1. INTRODUCTION decide on the most suitable discipline. This integrated

T N RDE tomuliplx ad cncetrae dffeent facility can accommodate simultaneously line-switching
N traffi suc astile voic trafficat orfeen coptrbthtafc n

a.data-sending facilities over a large bandwidth channel. tafcsc svietafco optrbthtafc n

14 a choice of a switching technique must be made. Line paoswt tfchi dt rfisc a usytria-o
switching is used for transmission of long messages and ttifc

reqire aperanet onnctin etwen he Cuict Various schemes have been studied and implemented.
reqgies fo heuaticonneo teein this comnect Fixed frame fixed boundary schemes allocate a pre-

ing ndsforthedurtio ofthe esson.Thi conecion determined portion of a time-frame (consisting of a givencan be a physical line, a synchronous slot allocation in a
time division multiplexing scheme, or a frequency band number of constant duration slots) to each type of traffic.

allocation in frequency division multip! -xing. Initial setup Fixed frame movable boundary schemes improve the packet

times must be short compared to the message length for tafctruhu yitouigsm nelgnet h
efficient channel utilization. Most of the actual previous scheme. Packet traffic is allowed to occupy anN

line-switched systems are loss systems. iLe.. a request for a idle slot of the line switching portion of the frame.

new line is blocked when no bandwidth is available. an4 a Temvbebudr ceewsfrtaa'zdb
new trial must be made later. The probability' of blocking a Kumnmerle [5) and an implementation research pro~ject has

C been undertaken by IBM Zurich 1611881. The proposed*new request is a measure of the performance of the sy-stem. architecture is summarized in [91.
For short interactive types (if traffic, messages arriving LS.Dprmn

at the concentrator wait In a queue (either as wkhole me Aprlelefr asmt-te ' h
sages or divided into smaller portions called packetsN) and of Defense aimed at replacing the AUTOVON
are served according to some discipline. A header in the .ie %ie voc iewr nrd suture. parkeus

message or packet is required containing identification and swthdaaneorbyn
destination information. Routing and reassembk, of mes- alternatives have been considered b,\ the Defense Comn-

munications Agency (DCA) and its contractors. Thesesages at the destination node are additional problems in
include either inosable boundary protocol'. 1101-[ 121 or the
use of packetized voice techniques to eliminate line switch-

M1anuncript rct~oiwd rchriijr. 5. IXi1 reie F,:hrtijr. 6. 19S Thi. ing 1131-[l151. Commercial vendors (such as TR..N Cor-
work was upruried h% tht: \jwti'njl tirc oundjiuin tindcr (,rinis poration [1161 and Codex Corporation 1171) ha'.e announced
EN6G74-171S2 .znd LN(,7S-11iX2VN t'jrt of this paper %%j, prcscflkd it integrated approache.. The Codex approach uses variable

0ICC 7Y. iostmn. MA. Jun,: liJ')
It S %Mjlitj%~ "ith OILh c Iiirk AtljI'. i' Corporat:ion. ( ri frame multi plesi ng %kith the frame size adj usted to thle

Nck. NY llk is no" ".iih the ctirimni of I IsIrsj nen~ncn Ind traffic variation. Analyse'. of varitihle rainie integrated
Computecr Sicnsc:. Pokt. iIni Insluic. of Nots No .. 11 Jj slco mul tiplexers. can be fiid in )I~ aniid 1101.

M Shsji, s ~ih h~ ~cprimsniif tcsr~st Ecncrn~ 'the growing interest in intcrated line- and packet-
umrhij Unoscrsti%. Nc Ns 'rk. N'N iiXI27 switched net\works, as demionstrated In the forevoing .urve:N

* 0018-944X,/82.,0381-0263S(K) 75 1992 111E 0
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and specifically the efforts to improse the efficilens, f ,
these systems in t-rms of the trunk capacity utili/ation. led .

to the study presented in this paper. hs aim is h) in\c,,il-
gate the limit of the capacity utilization improwement un-
der a basic constraint: fixed frame size and s,nchronous .,
service provision to line-switching sessions once they get
access to the system. A loss model is assumed for thek , .... M . . - ... " .
line-switching traffic and a first-in-first-out qucueing I
model for the fixed size packet traffic. The problem of Fig I Intgrcd fr.,ame *iruiur,

optimal allocation of frame slots is formulated as a
Markovian decision process. Two optimality criteria are '-I
examined. Under the first, the average tlime dela, for the
packet traffic is minimized with the probability of blocking tion of S and N, to circuit and packet traffic. respectivel..
a new line-switching arrival constrained to be below a As noted earlier, two optimahli\ criteria are investigated for
given level. A linear programming method is used to de- this purpose.
termine the optimal policy under a birth-death process
model for the line-switching traffic. Under the second C. Dectsion Mechausm-State of the Systen 9-,

criterion, a linear combination of the average time delay
and the probability of blocking is minimized. A policy We define the state of the system X, at the time instant

improvement algorithm is used to obtain the optimal poli- just prior to the opening of thejth frame as follows:

cies both under the same birth-death assumption and for LI
the general case of multiple arrivals or completions in a

* frame. It is shown that under the birth-death assumption, X - r .

the movable boundary scheme is in some cases optimum or Vi
close to optimum in the examples studied. Similar results
are obtained for the general case.

L number of packets waiting in the packet queue.
I1. THE MODEL r number of messages already in the system and re-

quiring continuation of service, and
A. Input Traffic V/ number of new setup calls during thej - I frame.

Line-switching traffic is assumed to consist of messages The multiplexer decides on S,. N, based on X,. the preious
arriving with a Poisson rate of X, messages/s. Message history of the system, and some optimizing rule. Continua-
length is exponentially distributed with mean I /, s. A new tion of service for the line-switching traffic must be
arrival may either be accepted or blocked. Packet-switching guaranteed and anN portion of the frame not used bN long
traffic consists of fixed length packets arriving at a Poisson messages must be allocated to packet-switching traffic,
rate of ,2 packets/s and stored in a finite queue of Hence r _. S, min (r, + Pt, I).
capacity Q packets. Q is assumed to be large enough to The transition probabilities from a present state X, to a
result in negligible packet overflow, new state X, - depend only on X, and the number of slots

allocated to the line-switching traffic of thejth frame S,. In
B. Output Trunk order to derive them. we need the probability distributions

The incoming traffic of both types is multiplexed onto a of the components of state X,. . These are gisen b\ (I) (3)
below and are obtained by noting the follovvng,

main trunk of capacity C packets,'s. A frame of h s C n.,

duration, divided into M slots as in Fig. I. accepts both the , - Number of new setup calls during the lih frame.
line-switching and packet-switching traffic. The slot size is The number follo ,%s a Po!ss:)n distribution %ith
chosen to accommodate exactly one packet. Hence C = mean XAh. (Equation (1I follows directl..)
M/b. S, slots in the /th frame (Fig. I) are allocated ito the r, Number of messages requiring contLatMion of .
line-switching messages, one slot per messa2e. in a time service among the S, nessages currentl\ in the
division multiplexing mode (every frame processes a frac- system. Since we assumed that the mess,,,ge ;cngths
tion of a message equal to the packet oi slot size). The were exponential. r,. depend, onl (in S,. (Ihis Is
multiplexer must guarantee no interruption of synchronous due to the memorvlcss property of the eponential
service to the message already in the svstem. A new, setup distribution.) The binomial distribution of t21 lol-

call is stored and considered for acceptance to the trunk at lows directl;. (The probabili, of a completion In - I

the beginning of a new frame. The remaining Ml - S, = N a frame h s long Is I - ' ")
slots are allocated to the packets present in the packet L,. Depends on L, and S accordirte to the transition
queue at the beginning of the j th frame, in a first-in iist- equations of a finite queue xL t h Poisson arr als
out mode. The object is to determine the optimum alloca- 2 Th. constant ser% ice b. and S, M - S, ser\ ers,
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This leads to (3). in terms of expectations of the %,arious par.inL.iler pre..-

()kiD). , ously determined in Scilon II. fh number otI II, %%I I .hCd

P(e,) - e h (I) callh turned assa, in a frank,: is r, t, S,. the c\cs, ,s
* J calls o er the slots made available. P1 is the r.it, ,,I the

Ps,(r+ ) = , ,XJ) average of this quantity to the average number of call, in a
frame, Xb. Using subscript 17 to denote polic) .1 Is

=( , )( -e-h)s'(e-A)' ' .(2) given by

EP r = + E- S,)

(X2b),. P., = (5)

if Ll N M - S,. -The optimality criterion is thus formulated as

Ps,(L 1 ,IL,) = (,,b)',--L,. , (3) min (E,(L,)}.
• (L,+o- L, +N)

if N -< Lj 5 L, + N ,  given the transitions (4) with

0, otherwise E(r + P - S) PLOSS. (6)

for all L, < Q. Ll !5 Q, and P,(Q I L,) I - Alb

12A-Ps, L1,.. = k L,). (Recall that L , Q.)
Since each of the tv,, r,, , Ll,, random variables de- Here PLOSS is the maximum permitted fraction of lost

pends only on the previous combination, we k cnclude that calls. The transition probabilities (4) and the criterion (6)
the state transition probabilities are given by define a finite state decision process with minimization of

the average expected cost E,( L,) and a constraint on the
Ps,( Xl , I XI) = P( X1+, II X S,) average linear action-state combination E_(r, - , - Sv . It

= (4) turns out (see [24]) that if 7- is restricted io the irreducibili.,
= s )Ps( Lt ,]~L,). (4)class {ir},... as defined in the Appendix. then there exists a

Depending on the length of the frame b and the arrival rate stationary policy, assigning actions to states independentls,
we may define, within any acceptable level of accuracy, of the past history. which satisfies the optimality criterion

the maximum number of new calls per frame CMAX such of (6). It is shown in [241 and 1251 that the inequality
that P(P, > CMAX) ;-0. Thus v,. r,, L, may assume a finite constraint in (6) leads, in general. to a possibly probabilis-
number of values each. and the process has a finite state tic (i.e.. nondeterministic) assignment rule for the optimum
space. policy.

The transitions (4) define a finite state, discrete time A considerable simplication of the problem arises if ve
Markov process ,ith a decision mechanism controlling the assume the frame duration b is very short compared to the
evolution of the process. Note that the vector state rep. average message length I /,u. (This corresponds to the caie
resentation does not lead to the erroneous implicit inde- of a high-speed trunk.) This assumption is identical to the
pendence of its components 3s in 120J. reported in [211. The one used in the Erlang-B approximation for snchronous
theory of Markovian decision processes (see [22]) provides line-switching traffic, and ;t is shown to be valid for a 'Ade
us with the anal\,tical and computational tools for the variety of arplications in [26]. Under this a,-Urnption. the
evaluation of an optimal policy r. i.e.. an assignment rule. number of line-switchtng nessagc." inth, ssten mIa not
possibly probabilistic, of an action S, (the number of slot, change by more th.n one from frame to fiame. This
to be assigned to line-switched traffic) to a state X, based corresponds to a birth-death process, modcl for the line-
on the history of the process. switching traffic. There are thus onl, too possible ac:tions

for the optimal policy-to block a ne" call or to alloct .i

Ill. FIRST OPrIMA1I.TY CRITERION slot to it. The three-dimensional \ectol X, is then reduced
to a two-dimensional vector A' - . , ). and the poss hlc

The first optimality criterion we consider is that of
actions may be written asminimizing the average packet queueing delay Td with the

probability PI of blocking nedly arriving line-switching A( L,, r,) = 0. if a new call is blocked.
calls constrained to be no more than a specified acceptable .A( I.,. r ) I. if a ne%% call is -,i\en sCrI ,Ie.
level PL1..

By Little's formula 1231 the packet deli, is proportional Oh,ous. a decision must he made onl if a nc arris il
to the a,erage packet queksue sit I. ). The policy of occturs tit h prohih ht, \,/) Iltc F lound.ir mN ;. thcr,-assignment rule - that nllllin li/es L .) is identical sitIh fore, either iccollinodate the r sessii s l lrc.d I in 1l

one that mininil/es Td. and thu \C focus on E( L ) onls s, stem or increase b one in order t, allocate .i nc%%)s

P1. hencefoirth called loss prohablii,. nina' also be ,"irtten arrivcd session
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Note that the Probabiitl; of Ioss D. ,ill 'n this a.e hc 'i~t1, p'li.' e 1%1%. ;tnd it is dertiii. i.e. ., ii has, the 1

form Id" i fised sw ,,ii11it of an action to c.',rv state. We
P -E + - , .L •first consider the hirh dcath approsimte mKlcl of Sec.

A ih tion Ill. then take the exiact model with no such approi-

= P.(A(L,.,) 0). (53) mation made.

Under the birth-death approximation. thecrfore. P/, is the 4. Te' Birth -Deuh .4pproxioatuml
actual probability of loss (or probability of blocking) for
the line-switched traffic. This justifies the use of the term Let us define the one-Period cost (X S) as follows:

probability of loss for tle average fraction of 151. C( X. S) = C( L. r. A) L + a(l - A).
The problem of minimizing the average packet queue isnt

length given the inequality constraint on the probability of A = J0. if ( L. r) is a blocking 0.ate.

blocking new setup calls can now he formulated 122. p. I. if ( L. r) is an allowing state.

1521 as the following linear program. Then (see 122. p. 1411). the average cost g will be indepen-
For every class of policies (flq. i/, < H -! M (see dent of the initial state (L 0 . rot = X o and given by

the Appendix) determine the nonnegative variables r1 '.

P( L. r. 4) (the joint probabilities of state ( L. r) and ac- m= l E. [C( . S) I X,,1 = (L) + aPI,. -4
* tion A E (0. 1) defining the probabilistic state action as- 1- +-0 "I + ,.

signment) for 0 :- L s Q. 0 5 s W M'. in order to mini- (8a)
mize

W " For every class of policies (v}., the transitions (4) and the
E( L) = Z LP( L.r.O) average expected cost (8) define a finite state Markov

-O r=o ,0.o decision process with average cost minimization and valid
under the probability of blocking constraint irreducibility condition. Therefore. from 122. theorem 6.171

we conclude that an optimal policy w' exists within ever%
P(L. r. A = 0) 5 PLOSS. (7) class (w},.. and it is staimioar" deterministic. Equivalently.

I.., there exists a set of bounded functions h(X) = h( !.. r),
the linear transition constraints, and the probability mca- 0 : c < M'. 0 :5 L < Q and a fixed number X such that
sure constraint (all probabilities are nonnegative and sum " h( L= r)
to one).

The linear programming algorithm may be used to com- = min C( L. r. A)
pute different time delay probability of blocking optimal AClO.i1 -
pairs. Apart from the computational complexity. the main (
disadvantage of the method is the nondeterministic struc- + X P(L'. r'I L.r, A)h(L'. r')j. (9)
ture of the resulting policies due to the probability of %'.,"
blocking constraint. It is thus desirable to introduce another where
optimality criterion leading to deterministic policies. This C(L. r, A) = L + a(l - A)
is done in the next section. Computational results for both and
criteria are presented in Section V.

P(L'.r'jL.r.A)
IV. SECOND OPTIIALITY CRITERION I P' I L)P,'). if no arrivals occur.

The second optimality criterion, which leads to de- -P. (L' L)P,. (r'), if one arrival occurs.

terministic policies. simply minimizes the weighted sum of
the average packet queue size and the probability of loss Again. P,(tL' L) is given by (3). while under the birth-
for line-switched calls. Specifically. we choose to minimize death assunption

L= E,(L) + aPI,. (8) probability of no arrivals = I - Ah. .. i

By letting the weight factor a vary (0 - a S -), different prohahilitv of one arrival = Ah,
optimal pairs (E,( L). PI,) may be obtained tlhat minimize Fbs. if r' = s - I (one departure).
g g. It can be shoio n 1271 that these pairs correspond to P,(r') =I I- hs. if r' = s (no departure).
points on the optimal average queue letlh loss prohibil. 0. otherwise.

* ity curve (the first criterion) as oell. Tllis second criterion ,th iS
thus alo serves as a way of computing %simn poiniit% otile The mintimization of the right side of (9) is carried out
curve for the first. lIly incorp ratlig the previou colestrailnt uider t o ditinct options: A the s-tatc L. r ) blhck a ne w
on lo-.s probabihity il the average vost function, the proh- ari ival. or h) it alliss .i nc'. arri.Il ill the stcli. Thus 01
lenm turnso out Io K. identical to a finite state Markov detfine, the d.hermiti..ti: optinil policy %%ithin the cla...
decision pro.css with average co41%t illnillination. It follhm.. { . I'hc thail optill.l policv nltI. he selected anioiin
1221 thait for c.ocro irredtit'ihl class of policic I a, the tiptilllI plics of .ll t(c.11vlass,. wlth X, -A < 1' M.
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* ~Equation t 9) can he Lised tol Larr% 01ut ai scirch 'lf ile till)~
( or the determination of the t'ptimiiil polic,, I III .1-iiil thnv
referred to ais the pohes% i nip-ro cineen a Auoii ltu I 22. 1).
1501) starts %%tilh an arhitrars% miil poliics, .54dcs tice I': Ilifih J'l II'I'

* resulting optimali tv equation1 for /it L. r Iand it. mid -

searches for state-actionl assiginment a.iernatites leaiding ito Ing the %tl notation or Section Il-C anti 01 for P/- in
a smaller cost under the same hi L. r ). 'I lie impro% ed (4). %%e formuilatc thle finite state Marko% decis-ion process
policy is set for the newk iteration until no impros lenien can %% till t ranti (orIs ( I )- 4 j and average expected cost nim, -

he found. The adsantage of tit alaorithni compared to thle J.,tion .1
linear programming approach Is that It searches onis for aL)+t(I+ -- Ii
deterministic optimal policl. Equationi 19) mla.\ he u editO mm E,( L, (1+0)
derive sonmc properties of the optimal poll". in order ito) Ah I )J
reduce the amount of searching and the computational Fo 2 drvdfo h enrls rpryo h
complexity of the policy improvemnent akeorithrn.

().wee()istemnmm1frwhc L.risOptimalit ' and the Movable Bonduarv: The optimalepontadsrbuonwemyaslshwht

policy discussed above can he represented as a function E( r,. P(. II S,) P-( 5 e "'E( S,)

*blocking state. In Fig. 2 the transition diagramn for theAsuigredciltwth bonn oanreuihl
birth-death line-switching traffic case isgiven. The dwellitcls ,.hepoe aiveeqlbru anE.n
time Tr (the number of transitions the process stays in = 'E.(S) or

*state r) will have a mean value

ET)=I E,(S = I~~() - II)
E(Tr)=~~~~ -pI+1  l Reeiigt e weght a-(a, A~b)(em" - 1) and 01

pb+~b(<1r)g - q- a \%e have. fronm 110) and II11. as the equivalent
(see [281). It is. therefore, reasonable to assume that the cost function to he minimized:
packet qucue size is a much faster changing process andmi (QL - Ehence reaches equilibrium within Tr. The factor bv which m ( L)-a r). a>. (2
equilibrium is reached independently of the initial state Eqain0-4)ndtecsfuton(1 um teth

* ~depends on the eigenvalues of the one step transition Eutos( -4 n h otfntom(2 urne h
matrix for the queue state equation. It is shown in 1221 that existence and deterministic nature of the optinal policie.
the process "shrinks" to its equilibrium by a factor equal to w"thin the Irreducibility clashes I7 ,,,. These policies assign
the product of the absolute values of these ecicenvalues. the the numbher of linle-switched slots in a frame S such that
so-called shrinkage factor. Ty'pical values of th shrinnkageI' aedo tesat =(.r.5)

factor for this particular queue modelI range from 10 ..to A S.
10 60 The average expected cost in ( 12) suggests that ihe

Under the above reasoning. the expected queue length one-period cost C( X. S) is
will depend only on the stationarv probabilities P,( CXS)CLr) 1-r.(3

E,(L= E(Lr),(r.Teptmit equations can be %implified b\ reducing
r 0 the three-dimensional state space ito a two-dimiensional

with E( L,-r) independent of -r one. After somne alaebra. it is concIluded that the optiinmlit\

*The Markov decision process that minimizes the average equations are defined over the set of bounded function.N
cost (8) under these conditions is- thus defined b\ thle state h'( L. r) %atisling

*r,. decisions A 0. 1. and transitions as in F ig. 2. I lie %A

*optimal policN %%ill again be dctermilnistic: i.e.. the set of y h'( L r 1 . - osr + P()
states i,, partitioned into two subsets through aI boundars *

At': if, r At'. a new setup call is served: it r -- A. a niew% Q)
calislcked. This is identical ito the miosable houndair% V' mV P,(r')P.( U I )h'(L'. 1

* scheme described in the Inroduction . A/ %.ll depend on i'' I I

the value of a. thle %meight fatctor. Note that not all nmable
boundary schemes ma correspond toa a- optimal scheme. (141

B.~ Ttm .ac wih 0 1. 0 .( S. a nd 0 C\ I' 'AN ( R c,. I I
that ICM NX is tile vmimutm nuimber of caill, per friii, Ill

We now proceed ito the exact modlel anal,%tsi tinder the tilie truncated P ili sson icrrit al pm oces,,) lProh.ihi lit ics, 1 t.

second ortimlili% criterion. Since the nuniher of .irri a ls or P r), Pr 'I. P', V 1. ) arc gi% en h% ( 1). (2 1. aind 0).
departures I-s not rest riteil it) onte. hie resuilts of Set 11,11 respet iviel\ ile polics imiro~ emvent .ilugorith lcki cl' ned h\s
IV-A under thle birth deatih issuimptioc aire :liltapich. 1)flo.
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Let l(S. 1. dcnote the Iuctioun th, he iiniinii/ed in
(14):

/SU(S. L) = Y '/,,' ,L.I. '( ',) (15)
I" i II I iC ,

* Within the irreducibility, clas,, { .- w t e denote a deterniin- -. - -;

istic policy by the state-action mapping .t (L. r. J::. |:,g 3 S:r--iurc or II( 5. S..
The algorithm is then formulated as, foilot.ms: for e,,erv'

class of policies { X, p -. M' S Al.
Step /. Initialize to the movable boundar, policy: V. NUMIICAI. Rt:SUt.ts ,

A w.( L.r ,) = min(r 
+ .MV').

Step 2: Solve the linear system for g and I'( L. r): A. Birdh-Deadh Appro.onatun

g + h'(L,r)= L- ar Two numerical examples were studied under this ap-

CMAX . S proximation. The linear programming and policy improe-
+ 2 P(v) P,(r')P,( L'I L)h( L', r'), ment algorithms were implemented on a computer. The

v i U--i' ,-o policy improvement algorithm led to mosable houndar\
V ( L, ), schemes as expected. %ithin at most three iterations. Linear

programming \as applied only to the first example (con-
with S = A.t.(L. r. P). h'(0.0) = 0. sisting of 126 variables and 66 constraints) since the size of

Step 3: Compute H(S. L) of (15) for 0 !5 S - M'. 0 !5 the second example (386 variables and 147 constraints) did
L Q. not permit convergence of the modified simplex method

Step 4: For every (L. r. I,). , > I. r < M'. find the used. The two examples follow.
integer S in the interval r _ S s min r + P. M') which Ca.'e /. The following parameters were used in this case:
minimizes H(S. L). Denote this S by A,, (L. r. iv).

Step 5: If .4'r(L. r. ).4(L. r. r) for some states A, = 2.0 messages/s. I/ .= I s. Pi A1/ = 2.
(L, r, P). set Aw,.(L. r. P) -A'L.r. ) and go to 2. If A. = 2000 packets/s, p= .tb
not. stop. Select the policy A L. r. P) resulting in the A= b=-

minimum g for all M'. A,/p < M' s M. b = 0.001 s. M = 6 slots/frame. Q = 8 packet.. ' P

The optimal policy, in this general case. does not neces-
sarily have a movable boundary format as it did for the In Fie. 4 we have plotted the resultant loss probability
birth-death approximation. It has been found in all the versus the average queue length. Points resulting from
examples we have worked out that H(S. L) defined by (15) { E( L ) + a PI) minimizations (small circlesi belong to the
is a convex function of S for all L. 0 5 L 5 Q. achieving a optimal curve (min E( LI. Pi _ K) extrapolated from the
minimum S,,(L) within 0 -- S < A' (see Fig. 3). Then the linear programming results (black circles). The former
optimal policy will assign to every state (L. r. a,) the action points are achieved through movable boundary policies
S with S the closest integer to S,,,,(L) satisfying the (M' = 3.4.6). whereas the latter correspond to nonde-
condition r!5 S < min (r - . M'). or terministic schemes. We include the movable boundar

policy with M' = 5. which does not belong to the optimal
S,,,,.( L). if r -S,( L) 5 r + P,. curve. It is. howe,:r. very close to that curve, offering

( L. r.,)S = r. if •> S,n(L ). excellent (suboptinal) performance. In order to check the
'I validity of the reasoning in Section IV-.A concerning the

r + P,. if r + s, < S,,( L . fast evolution of the packet pr,:cess compared to the line-

switching slot number variations. the shrinkage factor for
The seemingly complex policy thus reduces for convex tran ,ition matri\ P,( I .') was evaluated. It %as found t,
H(S. L) to a simple one that depends on the packet queue range from 0.26 x 10 "

' for S = I up to 0.22 - 10 '2 or
size L. The other :omponents of the state %ector X S - 6. The values of this factor justify the fast eolution
(L. r. a) are taken into account in simple fixed point assumption. A% a further check, the stationar\ condition.l
comparisons and additions. The multiplexer needs to main- expeciations Ei 1. S) were used to compute E( L 1 and PI
tain in its local storage only the table S,,,,,(L) of size for the movable houndar, ,chemes with A' 3.4.5.6.
Q + I. The steady.state probabilities P.(S) were assumed to be

We have not been able to prove formally the convexity given by the Erang-/I probabilities. A comparison vith the
of H(S. 1.). Howes er. the inuitise understanding of the policy improcsment c%.li results ,hon\ed that the t\ s,
optimal policy format and our compttational experience iehod, :igreed \,ithin t\o dcniill din ll
suggest that. for all1 pra tical purpo,cs. the statemet ,bo (' Give 2: W.e% tepcated the :akulations ao\C Ie\xcp1 101

is valid, the linear progr.inm|i:|ng approach) for a larger state-,,pacc
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0.01 % M' = 4) and performance mea.sures as the .simplified one
""M^ ,4 under the birth-death assumption, with values of h less

'." . than 0.01. For larger frame dutations (losser speed trunk,,
1. . . .1 [(L)Fig 5. Cost function,, .fa 2 the optimal determnnstic chemes are different 'rm the

movable boundar& ones. having the table look-up form
described in Section IV-B. "

2) Polvi' i 6proremen. Ca.se 3. The follo, ing paranc-
example: ters were selected for the application of the general poline

A. = 4.0 messages/s. the = I s. pb = a 4 improvement algorithm:

A2 = 4000 packets./s. p, = .b = 4. ha = 0.6 messagesr s. I/p = 3.33 s, p = 2.

b=i.l s. M =10, Q = 12Lpackets. 2 = 2.0 packets/s. sce = 2.

Results are plotted in Fig. 5. Again, all movable boundary b = s. M = 6 slots/frame. Q =8 packets .

policies either belong to the optimal curve or are quite This case ha.,. the average message length three times, the
close to it. The validity of the fast esolutiori assumption frame size. hence the birth-death assumption is not ,,-lid.

was~~esrie ihene Secio L| dcma dgis

was ccle upion todecimal rdiat Optimal determini entic policies were computed for different
tvalues of a. The correponding average queue length EL Li

movable boundary schemes. which turn out to be quite and prohabilitv of loss PI have been plotted in Fi. 6. For
dense in the reest (tPI i 0.05). offer optimal or comparIso. m =i r scheme w ea ts
poliesa- therbelong toeoptimal c owell (small triangle in the figure. As en pected ti I. the

B.l Te to ait The of the fast evolution assumpincreasing, and Pthe dira e w:ath the is rh t .L like

was Theckdu xato wodeciaiis

the birth-death aTh case, the optin l points found aeg varE.

The policy improvement algorithm of Section IV-B was a form a rather dens e or closely spaced ,,et. Hecnce there i,,

implemented for the general case (the numlber of arrivals no need for the co mplic.ated linear program to determineand departure are permitted to have an o alue). he the optimal cure. For a given Iesel of los,,P prohabilit .. i o

algorin th ehe determnitic scheme or. equivalentlye a P1h 5 ca) offer or
birth-death ass.umption and t derive the properties of the found mwmr/ng the average queue length. lhi, fledilit>
optimal policy, in adjusting the neuhnrplear pnrleorn;n.e to an optil

i The Vahjdui i/ h' Birih -Dew/h .. lsusrpiun: We ap- eomhilnation of linec-,, itching prohabult, of los, and
plied the algorithm to the example of ca,,e I in Sc.'tion V-A paket-sitching time delay, is, the mrain ainlthaf e of the
with the paraelr = g. leading to an optimal houndarv umeihhd aL.fi

heme with I 4. The enact optin/aton a, carried Th pil .',the roptimal poc found to has, the form sIc-

out hy sarvin the framile length h from tiA.()I to(I Il. It ,,,.ribed in Sct.'nm I\'.- II. i.e... for e,. .r' I.. thle iUuimtber .4l
turns Out that the general I'licy improvement aloriths pacfkts in queue. i number .%,,,,,, I. ) ist. ,uch ih. ti'
leads a to the oamr optimal schemes imi ahle houndar, with opiiiidl poicy ,igns acthe ,, ()" S que u t l t t 1 . r. u. I

1 TI Iatt t:l[ thit - Dea...th Avin i We ap coina "n of liesthn prhl . of III,,% "n-
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TAIIL.. l tranitted as ordmnar% pck'ts: tlJu II le% l lri.dle Ost r-
___'_,__.________....__head InI the pa.'ket traittlc. %%c appro iim alcd fll% i erli.ad

S t ,. , , using, the mcilhtd dcm:rihed in Ill . Sp citicalls. s .tsijmcd
that esers liiie-,sih ded session introduces a paicke:t ner-

1.oo 6 5 ft $ 7 I I ii 0
1.25 6 S 7 1 1 2 0 head equal it) K,\, m) with K a parameter depending on
I.S 6 % , the signaling protocol. The packet input rate is then isenI.M 5 S 4i 0 $ C,

?.00 6 S by A, = X, + K( X,'M ), u ith , the input rate .f the d;ita
?.A 6 (% '- ,tei
?. s 6 6 2 7 packets. We did not explicitly consider this overhead in the
7.75 6 6 1 7 example of case 3. since the values of A, and X. were
S.00 6 6 $ Seedc on saithn 4 .
.A 6 6 6 S S f 6 It 6 assumed fixed. Here. the dependence of X, on variation-, of

5.S0 6 6 6 6 S % 6 4 6 X, must be measured since we let X, vary. We chose .'j
3.7 6 6 6 6 6 6 6 6 6

K = 0.3 for the particular calculations., a %alue used in III.
In Fig. 7 we demonstrate the performance of these

. as follows: schemes (optimal. movable, and fixed boundary) with the
line-switched traffic rate A varying. It can he seen that theSSmt( L). if r :5 Sm,,( L) 5 r 4- P.movable boundarN schemes result in almost optimal packet

S =/ .r, if Sm,( L) < , queue length Fig. 7(a) with probability of loss adju.ted
r + , if r + v, < Smn( L ). below 2.8 percent. In Fig. 7(b) the flexibility of the optimal

scheme in reaching a given level of Io-Lss prohabilitv is
As previously. r is the number of line-switched sessions demonstrated. The packet input rate , variation with ,

requiring continuation of service. , represents the new due to the signaling overhead is shown in Fig. 7m,. This
setup line-switched calls per frame. and S is the number of variation introduces the early queue overflow of the fixed
slots allocated to the line-switched traffic. In Table i. we boundary scheme in Fig. 7(a).
show Sinm(L) as found for the values of a used above. As Similar results are found with the variation of the packet
expected, Sm.n( L) is. in general, increasing with a (i.e.. input rate A,. while keeping the line-switched traffic rate
more emphasis is given to the probability of loss) and X, fixed. X, = 0.6 messagesis was chosen as the fixed
decreasing with L. Note that in the case of a 3.25 and parameter in the calculations here. These results appear in
L > 5. this pattern is violated (see lower right part of Table Fig. 8.
1). 1his is mainly due to the finite queue length assump- Finally. a sensitivity analysis for small variations of Al
tion. which imposes boundary conditions on the optimiza- around the reference point A, = 0.6 messages sand A: 2
tion problem. Note that the packet queue overflow proba- packets s of case 3 showed no significant difference ht-
bilities did not exceed 5 percent for the selected queue size tween the optimal policy with a = 2 (see Fig. 6) and the
Q = 8. movable boundary scheme with 4" = 4. These results are

Comparing with the movable boundary policy, we note plotted in Fig. 9. Note that the two Nets of curves are both
that the improvement in the expected queue length vari- approximately linear about the initial operating point and
ance provided by the optimal policy is not significant over track one another rather closel. over the range of variation
the movable boundary scheme for comparable 'values of of X, shown.
loss probability. (Note that the expected queue length
coordinates in Fig. 6 are greatly expanded.)

In order to further illustrate the comparative perfor- I o o
mance of the optimal and the movable boundary schemes. The problem of dynamically allocating the bandwidth of
we evaluated their performance under variations of the a trunk to both line-switched and packet-sitchcd dagital
input line-switched traffic rate A,. We constrained the traffic has been formulated in this paper a. a Marko%
line-switching loss probability P" to a maximum acceptable decision process. Line switching wvas mdeled as a time
level of 2.8 percent and computed the corresponding per- division multiplexing loss scheme using a \arying portion
formance of the optimal and movable boundar schemes. of a fixed time frame. Packet-switching traffic is serted by,

Every optimal policy search involed several runs for the the remaining portion of the frame and requires qucuein-
determination of the weight providing a loss probabilit% at the multiplexer-concentrator.
closest to the 2.8-percent figure. For comparison, the per- Two different cost criteria were examined involving
formance of the fixed boundary scheme (see 1201) was probability of loss for line-switching and aserage queuc;ng
evaluated as well. This scheme allocates two predeterimned delay for packets. rhe corresponding optinzation prob-
portions of the frame to the two traffic categoric, %, ithout lens were presented under reasonable %implif\ing as,unip-
permitting the packet traffic to occupy any idle slots in the tions.
line-switched portion. For the birth death approxi mate model. salid for h,-th-

We further assunwed that signaling packets. neces,,ar, for ,pecd trtiunk cr\ing stfficientl lctghs line-sw iichLd ,',
the control of the line-switched sessions (path setup. map- 1ions (thus requirin mans, frames for ttlansi.SMSnllS . the

ping of line-switched slots. termination of calls. etc.) are nto,.,iblc boundar. scheme "as found to proside optlin.i
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ABSTR ACT

Various satellite access alternatives are studied in terms of accommodatinz

packetized traffic mix including a tight delay constrainted component. The time critical

traffic delay due to contention and frame latency is assumed to be, at most, 50 msec with

95°Q confidence. Two major access categories are studied. Under the first, the time

critical traffic is served in a dedicated subchannel, either via slotted ALOHA random

access, or via TDNM slots. As a result, the non-time critical bulk traffic is decoupled from

the stringent delay constraint and may use more efficient demand assignment technique.

Under the second, a fixed TD.A frame is partitioned into fixed nortions. Each transmittin-

earth station fills its dedicated portion, giving" priority to the time critical traffic. The

partition should be able to accommodate the anticipated time critical traffic within t1'e

given specifications.

Analysis of the above schemes is being carried using slotted ALO-A, MID/I, and

N '/D/N oueueing models. It is shown that the slotted ALOHA alternative provides a very

poor candidate. Among dedicated TDP. subchannels and Driority TDPMA alternatives, the

latter is shown to provide a simple and robust scheme, especially suitable in case of

relatively fixed traffic proportionality among_ the accessinz earth stations.
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I. INTRODUCTION

Satellite channels have been widely recognized as an attractive alternative to long.-

haul voice and data communications. Specifically, the development of high speed digital

transmission hardware and high speed burst modems permits the transmission of digital data "

at rates above 50 Mbps. Broadcast geostationary satellites have been used for the transfer

of packetized data among a population of users with appropriate earth station (ES)

equipment. The corresponding protocols for satellite packet network, e.g., satellite access, 6

transponder capacity sharing and error control have been developed, based on the satellite

channel salient characteristics: Broadcast nature, 250-270 msec one-hop propagation delay,

4P multiple access (shared use of the satellite transponder capacity), and Gaussian noise

statistics. Frequency-division multiple access (FDMA) techniques have been traditionally

associated with voice satellite communications. Recently, however, time-division multiple

access (TD'.'A) has been sugogested as a more flexible and efficient technique for both

digitized voice and packet data. In TD',A. the data from each earth station are segmented

into bursts of transmissions which are timed and interleeved within a time frame. Initial

acquisition and svnchronization are achieved via frame and burst overhead symbols.

Depending on the flexibility of a TDA scheme to adapt itself to traffic variations,

the following three major classes are defined in [ 1] : Dedicated uplink/dedicated dov'nlink

(Fixed) TDMA with fixed data-rate point-to-point links connecting every possible source

destination pair, dedicated uplink/shared downlink havint; a fixed length burst assignment

per source, dynamicavll filled with various destination data, and shared uplink/shared

downlink with the source burst assicgnment dynamically varying accordinq to the accessing

earth station traffic requirements. From the above approaches, the first is unnecessarily

rigid and wasteful for a packet data network. The second and third provide viable

2
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alternatives depending on the traffic burstiness and delay/throughput reouirements. For a

bursty interactive packet environment, demand assignment techniques have been developed

from the early satellite communication phases. These techniques, which are associated with

the shared uplink/shared downlink class, range from random access pure and slotted ALOHIA

[2], [3] to implicit [4], and explicit reservation [ 5], [6] techniques. The latter schemes

introduce centralized or distributed control mechanisms in order to resolve schedulinqr

conflicts among the accessing units, thus increasing the system throughput at the cost of *I
additional delay and implementation complexity.

A natural extension to the application of packet sptellite network for interactive

traffic has been the usa of the satellite large bandwidth resources and broadcast nature to

support multiple purDose interrated digital communications. These networks should he ale

to provide timely and reliable data communications to a variety of users and applications. It

is, therefore, necessary to devise priority access schemes in order to satisfy performance
., I!

requirements for traffic ceteq oies ranting" from interactivP acket delivery, requirina le-

than half i second end-to-en' del.-. to messa'gc',itehing, electronic document distribution.

overnight large filc transfer, and voice/video communications. The POPA Drotocol

described in [ I], is P tyr)el c-eme aiming Pt dvnarniceil,, accommodatin sucIh . . diversity

of applications.

The main issue associated with a general purpose inteorated satellite packet network

is the handling of the time critical applications. In order to provide e-mDarable service to

terrestrial value-ad,4inq networks, the end-to-end delay should I'e of the order of 300-350

msee including access aueueing delay and latency and the 250-_,0 msec Dropagation delx'.

Obviously, no explicit reservation scheme can fulfill the above requirement since it

introduces an additional one-hop reservation delay. A direct access scheme should,

therefore, be evaluated, such that frame latency, queueing and/or retransmission statistics

I

I
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do not violate the given specifications. The stringent time critical delay requirement is

expected to result in some inefficiency in both the time critical and the non-time critical

(bulk) traffic caDacitv utilization. It is the Durpose of this peer to comparatively evaluate

various feasible access methods and determine their desirn barometers as a function of the

*packet rate of the time critical traffic. Two general access categories are studied, as

shown in Figure 1. Under the first, the time critical traffic access a dedicated subchannel

either via slotted ALOHA or via time-division multiplexee (TDV) slots d"dicate(I tc everv

* earth station. As a result, the bulk traffic is decoupled from the very stringent delay

requirement and may use an appropriate dynamic assignment techniaie. Under the second

category. a TDMA frame is partitioned into segments or slots, preassigned to the accessing

earth stations. The slot sizes depend on the relative traffic intensities of the earth stations

and are updated periodically with the period spanning several frames. Eer.h transmittir

earth station fills its dedicated slot, giving priority to the time critical traffic. An !//

* O queueing mode] is used to define the minimum slot size such that to zu-rantee proner

delivery of the time critical nackets. For a description of this priority TV".'A Drotocol see

[7].

The models used. for the performance evaluation of the above strategyies assume a

finite population of earth stations generating fixed-size time critical Dackets with Poisson

statistics. The packet arrival rate X is identical for all earth stations. Note, that the

Poisson assumption is justified by the realistic model of a large terminal pODulation

clustered around q particular earth station. The tolerable time critical acce-s delay iq

assumed throughout this paper to be 50 msec w.ithin a 95% confidence interv.). This

criterion provide- a more meaninzful performance measure than the average delay, des.it.2

the analytical complexity it involves. Whenever analyticallY inaccessible, the 9 5th

percentile is estimated from first and second moments. A discrete event simulation is used

P
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to check the validity of the above estimation. The 50 msec access delay specification is a

reasonable choice resulting approximately in 300-350 msec end-to-end delay includin"

processing and Dropagation.

V.
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11. DEDICATED TIME CRITICAL SUBCHANNEL STRATEGIES

In this section, we evaluate the two methods for handling the time critical traffic in a

separate dedicated subchannel. Since these methods decouple the time critical and non-

time critical components of the traffic, their adequacy and ability to meet the delay

constraints are prerequisites for the use of demand assignment reservation schemes to

handle the bulk components.

A. Slotted ALOHA Access Analysis

A slotted ALOHA subchannel can be used to provide direct random access to tirre

critical interactive (IA) packets. The 250-270 msec one-hop propagation time results in a

500-550 rnsec delay to receive an ACF or detect a collision. In case of collisions and

retransmissions. the time critical end-to-end delay is violated by far. Pence. the oily viable

solutior is to keep the collision probability below 5°;, q1aowinp the 95V of the IA pact'etr to

experience on]' the frame latency assumed less than 50 msec. (By' frame latercy, we mepn

the delay experienced by a pack-et from its arrival to the time it may be considered for

service.)

The slotted ALOHA subchannel consists of slots of length L (in Kbits), T sec aDart n,:

shown in Figure 2. The time critical packets of fixed length L, are generated in the V6

transmittinz ES's with Poisson rate X, pacl;ets/sec and contend for the allocated slots.

Collisions detected after 500 msec are handled by retransmittine the collided packets in

future slots selected at random over an infinite interval. Following the analysis of the finite

population model in [2], we have that the average number of retransmissions Der packet r

is given by,

6
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C,=-( - (1)

p

where, S = M.X T and G is given by the nonlinear eouation,

S = O(l -)- (2)

The probability of collision for small values of E will be approximately equal to E,

E = 0.P(O)+ 1.P(l)+*.... PMl)

To evaluate the performance of the system, we must eomrpute the ma:im,,m repetitior

interval T for which E < 5% under various arrival rates X. Obviously, more frequent

repetition of the dedicated slots (small T) results in putting aside a greater portion of the

channel bandwidth for the time critical traffic, more frarnentation of the frame formpt

and, hence, deterioration of the system performance.

P. TDM Subehannel Analysis

The model assumes that slots of length L, dedicatec to every accessing ES, are

separated by T sec as in Figure 3. The repetition period should again be less or equal to 50

msec to accotint for the frame latency. The time critical packets of length L arrive with

Poisson rate X and wait on a FIFO (First-In, First-Out) single server queue at the source FS.

Service of outstanding packets occurs every T sec via the dedicated slot. An N'/D/I analysis

is performed to compute the first and second moments of the access delay. (For a sirrilgr

treatment, see [8].) We assume that the total delay D. consists of the sum of two

7
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independent random variables: The uniformlv distributed latency Z, 0 < z. < T and the /p/1
aueueinz W. The mean D and variance a 2 are then vien by,

= .T T (3)
2TO -XT) 2

2 T + 2(i-T] + (-T' (4)
D 12 20 T 30 - XT)

Let D. 9 5 denote the 95 percentile of the total access delay. We define the spread factor SF

as the factor which, when multiplied by the standard deviation, determines the 95%

confidence interval; namely,

r95= 5 S F "D  (5)

Various estimates car! be considpred for the value of the SF in (5). Using Chebyshev's

inequality, it turns out that,

Pr fl >15+ SF~o • ) 5°0'< 1 _ SF<4.5
S- (,F)?

This is a loose uoper bound on SF. Other relaxed ad-hoc choices may be SF = 3, anti SF =

1.96 corresponding to the normal distribution. A more reasonable choice can be found using 9

the following argument: If T = 50 msec, the probability of meeting the {D < 50 msee

constraint is almost equal to the robabilitv of on arrival in an empty queue (the access

delay consists of latency only). This probp'-'ility equals to X T. In order to make this

probability equal to 5%, we select X = 1 peclket/sec wixh T = 50 rrsec.

8



D. 9.5
= 50 msec

-Ip/sec

T = 50 msec

From (3), (4), (5) with X, = I p/sec and T - 50 msec, we conclude that SF = 1.5. In Table 1.

we present the 95% delay under X = 1 Dacket/sec and T = 50 msec for different SF choices.

Our choice SF = 1.5 leads to the most realistic value.

The M/D/I 95% analysis presented in this section is used to evaluate the maximum IA

rate which does not result in more than 50 msec delay within 95% confidence for different

values of T. Again, small values of T correspnd to larger percentages of the total channel

capacity dedicated to the time critical subehannel.

C'. Evaluation

The analyses Dresented in the previous sections have been used to evalupte te

required dedicated caDecitv (in percents of total av'ailRhle capacity) as a function of the

packet orrival rate of the time critical traffic. Two w'ideband satellite channel capae'itieW

have been chosen as reference examples: (7 = 4 Ibps and C = 20 Mbhs. The number of

accessing ES's, , assumes t,o extreme values 5 and 20. The capecitv dedicated to the

time critical subchannel CT(, follows directly from the correspondinpr repetition time T of

the dedicated slots of lengthi L -I Kbit. Thus, for the rlotted ALOfTA case,

CT(-" I.() .
C T. 

C

For the dedicated TDk' -,e,

- 9
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rT: L" (7)

C T.C

The numerical results are plotted in Figures 4 and 5. As it can be seen, slotted ALOTIA

saturates much faster than the dedicated TD'NI. This is due to the fact that the slotted

ALOHA scheme schould be designed such that the probability of contention is less than 5% 0

to account for the 500 msec delay induced with any collision. The dedicated TDM can allow

contention of arriving packets at the transmitting queue. If, for example, the dedicated slot

is repeated every 10 msec, a packet may remain on queue for five periods without violating 0

the 50 msec delay constraint. Therefore, the increase of the dedicated caDacity

(equivalentlv the decrease of the period T) has a greater impact on the dedicated TPV. than

on the slotted ALOHA scheme. In addition, S-ALO-lA schemes involve more

imDlementation complexity and require flow control for stability. We conclude, therefore,

that dedicated TDV is preferred to S-ALOHA for handling the time critical traffic on a

dedicated subchannel. 0

Another important advantaLge of usinr a dedicated subchannel anproach is thRt these

schemes decouple the time critical frn the bull, traffic, thus permitting a dynamic

assiznment scheme for the lptter. Their main disadvantages are due to the protocol O

complexity of handling seoarqte Jogcal links and the overhead associated with the frame

fragmentation.

1.0 9
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III. PRIORITY TDMA

A. Motivation and Descriotion

This section deals vrith the imolieptinr.s of incorporatin7 t!,e time critical IA traffic

within the bulk traffic access. We concluded, in the previous section, that slots of length L,

dedicated to every transmitting source and dispersed in fixed time intervals, provide an

acceptable mechanism for handling the time critical packets. This motivated the design of

the simple and robust priority TDMA scheme presented in this section. Instead of the sinrrle

server model of Section U, B, we simplv collocate all slots dedicated to one source fnr a

frame period less than or equal to 50 msec. By, doing so, we reduce the frame frazmentatior

overhead and allow the non-time critical traffic to occupy any idle capacity not used by the

time critical packets (recall that the 95 ° ' . confidence constraint results in large percentqTes

of unused capacitv). W4e briefly describe its main features (see Fi Mwre 0: lot

All treffic accesses the channel via a T sec frame, T < 50 msec. The frame

lenoth should be long enouolh to result in acceptable fragmentation without

violating the 50 msec latency constraint. Note, that the high speed satellite

channel is the main reason for making this scheme attractive. As an example, c

50 msec frame carries I Mbits when usinq P 20 M'bps channel.

A varipble si7e slot is allocated to every ES. The minimum allocation ner YS

should he such that 9.5 °  of the erriving time critical packets can h "

accommodated within 50 msec. The ES's serve the time critical packets wit,

non-preemotive priority over the other traffic classes.

II
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The slot allocation remains fixed for a period of time. Every ES has full

responsibility to allocate its data according to given priority tables and using

some scheduling algorithm. Thus, the scheme can be classified as fixed

uplink/shared downlink multiple access. It is, however, possible to adant the

capacity assivnment to the traffic variations using" a centralized control

mechanism as in [7]. The central controller ES can update the allocations

either by monitoriny the ES's traffic statistics or after considering periorlic

traffic request reports. Note, that the synchronization and allocation update

processes may span many frames. In addition, the complexity involved in

updatinr the slot allocation suggests that this should not be performed very

freqo.entlv (tvpically ever" 1,000 or 2,000 frames). The scheme can, therefore,

adapt to relatively slow variations of the traffic mix: this is the case of a large

pOD1letion of terminal connected to an FS. resultinq in quite smooth traffic

with no rapid pepkc due to averaqing effects.

In the folowing section, we present the analytic tools needed to Pvaluate the mininmum-

* allocation per ES in order to guarantee proper time critical service.

B. Delay Analysis

The 95%. confidence interval doel" analysis is based on the M//IN oueue model nf t1,

TDVA scheme. S;milr multiserver queueinv" models hove been reportc( in [o], [1n], an<

• [1 ]. The V'/Di ,N oueue is an accurate model for the' time critical nacket-servin,

mechanism of Figure . Specifically, the service time of a packet is defined as the frame

duration T, since all packets are considered for service at the beqinning of a new frame.

12
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The number of servers N. corresDonds to the number of time critical packets fitting in slot i.
1

Whenever the allocation Qi is greater than the minimum Ni. the delav constraint is further

relaxed. We focus, therefore, on the comDutation of the minimum allocation N.. For

simplicity, we will drop all subscripts i, denoting ES.. In order to simplify our analysis, we

assume that the frame length T is dericted such that the 95% delay D.9= 50 msec

corresponds to an integer number of frames:

A D.95
K K =,2,... (8)

The delay D encountered by a packet will depend on the number of Dackets q found in queue:

4 specificallv, we have,

D = Latency if q <

D = Latency T if N <  2 N

P = ',qtcncy 2T" if 2 N < q < 3N

P Latencv + iT[. if N< a < (i + ')N I

Furthermore, since the frame latency ecuals to one frame with 100, confidence. we havc,

c < i N 1 < <iT

It immediately follows that with P.0 V• Ty,-

Pr{ D<D. 5 } - Pr {q < FN }

13



We wish to evaluate XK, the maximum rate of the time critical traffic for which the r.h.s of

(9) is kept ahove 95%: 0

D. 95
With T K I ' =1,2,...

Find, A,, - max {X} (10)

Such that, Pr {P< D. 5) = Pr {q < F N} > 95%

The queue state statistics, a. needed to evaluate (10) are summarized in the Appendix. For

F" = 1, Pr {q < NI is given explicitly by (A-31 in the Appendix. Thus, the maximum rate ,

can be easily computed for various values of N using a simple search algorithm. For . > 1,

no exact formula for the probability Pr{ q < KN} is available. Instead, we use an

approximate method based on the first and second moments of the queue state as evalueted

in the Appendix. Cur aporoxirration consists of the assumption that the M/D/N oueue size

distribution with arrival rate x,. anrd frame length T, as defined in (10", will have for a

given N, the same shape if normalizee with respect to V. Under the above assumption. fcr

every N we define the sp-ead factor FF(N), such that the 95% aueue size KN of (10) is,

KN = K (o) + SF(N) (11

Pere, EK (q) and a are the mean and standard deviation of the queue size under TK and

Sgiven b (A-4) and (A-5) in the Appendix. The assumption that .P(N) is independent of

K permits its analytical evaluation from the known case K = 1. The SF(N) estimate can then

provide confidence intervals for larter values of K. Other choices for the spread factor,

14



such as SF = 4.5 (Chebvshev's inequality), SF = 3, SF = 1.96 (normal approximations), mpy

prove valid for specific parameter sets, but are inflexible in adjusting to every particular 0

queue distribution. Our method, which provides flexible and tight estimates has been

checked via discrete simulation (see the next section).

The corresponding algorithm is summarized below:

Step 1: For a given D. 9 5 and N, set K = 1, T I =D.95.

Find A, = max {}, such that Pr { q < N} 95% (Eq. A-3) 0

Steo2: With X, = and T =T compute E, (q) (Eq. A-4) and q, (Eq. A-5).

0
N - EL (a)

Compute SF(N)

Steo3: For F =2,-3...., Pnd T,. 5 4

Find AT. = max {A} , such that KN < EK (a) * SF(:). o a

where. EN (q) and a. N are viven from Eas. (A-4) and (A-5) witl A = X u"

T=T KA

C. Numerical Results and Evaluation

The analhsis cf thp previous section has been carried out with D.9 = 50 msec and IV

1, 2, 3, 4 corresoonlin, to frame durstions T, = 50 msec, T? = ?5 msec, T, = ]r.66 rset.

and T4 = 12.5 msec. The minimum number N of caracity "quanta" (a quantum ctr

accommodate one time critical packet lengyth £) is varied from I to 45. The correspon'in-

tolerable time critical packet rates A V.K 1, 2, 3, 4, have been computed. A faith' simple

15



time driven simulation program has been used to simulate the I/D/TN' aueue recursive

equation (see Appendix). Experiments have been conducted to evaluate the probability P:

of violating the 50 msec delay. The simulation was run over 10,000 frames and statistics

have been taken after the first 1,000 transient frames.

In Table 2, !;e tabulate the analytically obtained X for N = 1,...,45 and the

corresponding simulation res,,lt P In the same table. we show the various qF (spread

factor) choices. These ,esults are plotted in Ficnires 7 eand 8. Specifically, ir Figure 7, we

show the maximum tolerablE rate, A versus the total number of caoacitv cuenta dedicated

to a particular ES during I sec (N slots in a T. = 7; msec scheme corresponr. to 2N slots in

the TI = 50 msec case). The quite striking observation from Figure 7 is the considerahie

improvement obtained under the T, = ?5 msec frame over the T, = 50 msec one. Their

imorovement, ranving from 50% to 70%, can be understood by observing that the one fram,

queuein, tolerated under the T = 25 msec frame scheme, has an averazin7 effect on the

bursty Poisson arrivin traffic. It is remarkable to see that further partitionin_7 of tP,,

frame (by a factor of 3 and 4) does not lead to any substrntial] improvement; this is due to

the fact that the 95, confieence constraint limits the "tilization to low levels and, hence.

the probability of large aueue sizes, requiring" more than two frames oueuein7, is verv small.

In Figure 8. we plot the simulation derived probahilities of violating the 50 msec

constraint for the (N, X) pairs computed using the analytic technique described above.

These probabilities fell helow the 5% specification, thus indicate that our analysis 0

assumDtions are valid and, even more, rather conservative. Finally, the histo ,ams of tlhe

oueuC size distribution are plotted ir Figure 9 fo- sample values of N and the extreme case-

N = I and K = 4. These histograms. obtained from the 10,000 frame simulations, sow that .

the queue size distributions have similar shapeq for a given N but differ for different N

values. Hence, our algorithm, which evaluates for every choice of N a corresponding, sprea(

* factor SF(N), is based on a reasonable assumption.

16



Note, that the results plotted in Fipiure 7 are independent of the time critical packet

size (equal to the capacity quantum size). Figure 7 can be used as a working tool in order

to evaluate the minimum allocation per FS for frame sizes T = 50 msec and T < 25 msec. It

can be easily seen from the fifgure that frame lengths shorter than 25 msec does not provide

substantial irnrovement. We can, therefore, use the 25 msec frame to approximately

evluate the minimum capacity for anv value T < 25 msec. As an example, an ES with time

critical packet arrival rate A = 150 packets/sec and frame length T = 20 msec, needs under

the 25 msec curve of Figure 7, 200 ouanta/sec or 4 quanta per 20 msec frame. This 

technique relaxes the simlifying assumption (8) of integer number of frames to the P =

50 msec delay specification. In case that no other constraints are imnosed (e.c.,

synchronization, etc.), the frame length should be set eoupl to T) .G /2= 25 mrec for ne.r-

optimal utilization and reduced frame fragmentation.

.0
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IV. CONCLUSIONS

The variolis satellite access alternatives for the time critical traffic in a Venerp)

purpose satellite packe:t network have been analyzed 8nd evaluated. The stringent end-to-

end delay sp~ecification has irrnDoSed ai 50 mnsec access cielav wit!' 95% ' confidence. Two

genernl catevories have been considered. The ded'icated subchannel, first category, consists

of access schemres which decou~le the time critical traffic service from the total bulk'

traffic access mechanism. The derlicated, subehannel is used for th-e r~irect access of

outstandinz time critical packets. The inevitably. introduced contention should te kept such,

that the delay constraint is not violated. The analysis has clearly shown,, that slotted

AL011A randlor- access reduces sutFstariti, lv the zvsterr effieionc' over the dedlioated TIW '

subchannel stratec\'. Furthermore, th.o TPI-' scheme ic 5u.)-rio!- in terms of its stabilitY andf

robustness and the inherent capvehility to provide Ft control and reservotion stibehannel for

the bulk traffic. Trhe builk Jo '. rn'ic-itv traffic can be servee vi,. ar,%-demand assicrnmre

scheme involvin7 P treffic qdantir, control mechanism. c.r.. explicit reservations. i~

mechanism of deccuplingr the)( tirre critical corronent of the tr.-ffic is, howeier. soi,

V.with cor.siderah-le nrotooo] cemniexitv and invo~lves w: rious fra97mentqtion overheads.

* The second catevorv conrist,, of the Priority TP\IIA scheme which orovides P unifor.i

method for all traffic catepories. The 9(ccessim~r ES's ere resnonsib)le to schedlule the pend'in-

rtraffic within their transmittinff bursts aceordinc, to Priority rules. A centralized cont-oll

mrecthanismn Dprtiti~n the trensnonder cappoitv into dedicated4 va~riable size tine clots,

comprisir7 a frprrr. ;vcl; tlhPt 05', of the outstandinr7 timre critical traffic v~ill he ir

a cess within 50 P-sc7. An ' ' //N qujeueirq -n&lvsis haF been. used to evalutate the mrinin- ii,

capacity assionments which guarantee the vaiiyof the delay constraint over a range of

r anticipated time critical trsffic rates. A frame length of '?5 msec haq been fouind to provide



near optimal capacity utilization. Aronw tile ohvious advantages of this scheme, we

mention its stahility and. robustness, single lovical link protocol simplicity, reduced

fragmentation overhead ald flexibility to accommodate on oriority the ES traffic mix. Its

disadvantage 18y on its rigidity in repl tirre adapting to fast traffic variations among FS's.

As a general conclusion, we feel that the priority TDA scheme provides R simple and

attractive access candidate, especially in the case of ES's collectins data f-om a larve and

relatively fiYed terminal population. The bursty character of a terminal traffic is then

everaged over the entire poDuletion and does not dramatically affect the transponrder

partition requirements. Non real-time bandw,'idth adjustments are, of course, possible via a

centrali7ed reallocation Drotocol.
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APPENDIX: M/DIN flUEUE 'STATISTICS

Let T be the frame duration snd Xthe time eritic,- pec!-.t errijvl rate in packets/see.

The queue stAte a. i,.iU he the number of packets in acue. just after the opening of the J

th
frame. With vi, net" arrivals generated during the t frame and, at most N packets served "S

per frame, as in Figure A.1, the queue difference equation will be:

* j. (0. - N + v

;'hferc,

0 ifOP. <0

a a

and vi is Poisson distr;h-,te& !"it. mner- c = - < N. From the '/P/N queue analysis ir

[12]. the stntion -v Pernnretitn furct ior of the nueue state probahilities is iiven bY.

(\, - 7 (;' - 1 - r  (A-I
-z FY L -.) r

where, zr are the (i1 root. :,  < 1 of tt'e equatior.

r r

7 ' [C(! -z ] 7)

* The N root of (.A-) is the o ' 7,. 1. A sirrple numerical a] orithm is g'iven ir [131]

for the calculation of these rocts. Vjit.,

A. 1



.. l

X Re 1z 1] 1 = Imr (z I

it easily turns out that Y'r' Yr satisfy the nonlinear system,

Xr = EXP NI( -I)] COS [2r Rl I Pr

Y= FP [p IN(X -1)] SIN N

From Eo. (A-') we vet. after some algehra, the followinr oueue size statistics,

N'-1

Pr {e } Z P(o=i = N (A-)
A.( -1

i (1-z)
rl

Note, thpt this is the probability that an arrival encounters at most, N - 1 packets in ojetc

and, hence. 7cts access imwieditelv into the next frame. Th mean and vnripree of c are

given bv,

E( ) "(1 ). _ , ?

V.- i t h.

i=]

9

with.

4 v1 '" +Qo"-NI.'- ?CN, :
""'"= £ 1-7.. 2(N - c

I

A.



A-P N(N-1)- 2 pN\'

where,

A.=N (- -
A-1 ) X f- z. SJ

z
i=1

N-7
A

= i(1 - z.i(1 - z.) I
1 3

i

I.S
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*TABLE 1: D95FOP VARIOUJS SF CHOICFS

X I packet /see T1 50 msec

SF = 4.5 (C'hebyshev) D. 0 5 = 98.1 msee

SF = 3.0 D.5= 90.0 msec

SF = 1.96 (Normal) D.95 = 77.9 rnsec

SFI.5 D9 5 = 50.2 rnsc

0



TABLE 2: NIAXINIUM TIME CRITIC.AL PACKET RATE

F-ame 50 msec 25 msec 16.66 msec 12.5 msec

N P 2  P2 %  x3 P3 % A P4 % SF

1 1 4.72 6 1.20 13 1.60 34 1.00 4.19

2 6 3.70 33 1.88 73 1.40 115 1.16 3.07

3 16 4.66 73 3.20 135 1.38 200 3.08 2.42

4 26 3.94 310 2.74 195 2.18 280 '.20 2.34

5 38 4.32 150 2.98 255 2.56 360 3.82 2.22
6 51 4.66 190 2.96 315 2. 64 440 1.54 2.13

7 64 4.54 225 2.12 375 3.48 520 5.22 2.09

8 78 4.56 265 2.90 435 4.02 600 5.00 2.04

9 92 4.34 305 3.12 495 4.02 680 3.80 2.02

10 106 4.26 346 3.20 556 2.90 761 4.48 2.01

15 181 4.46 546 3.78 856 4.04 1151 4.68 1.93

20 261 4. 4 746 4.23 1151 3.50 -- -- 1.91

25 341 4.73 945 3.8F7 -- -- 1.90

30 426 4.89 --- -- 1.85
35 511 4.70 1.84

40 596 4.58 1.84

45 686 5.04 -1.79

- K = M~Maximum Rate (Packets/Sec)

P = P {q'K >N } SimulationK r
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* END-TO-END DELAY ANALYSIS ON LOCAL AREA NETWORKS.
AN OFFICE BUILDING SCENARIO

Basil Maglaris, Tsvi Lissack, and Michael Austin

* •NETWORK ANALYSIS CORPORATION
130 Steamboat Road

ABSTR ACT Great Neck, NY 11024

Coaxial cable based, broadcast Local Area Networks More recently, the data communication and office
(LANs) are widely recognized as an effective means to automation users community has shown great interest in
provide both communication capabilities to a variety of local networking. This interest was strongly influenced by

* office automation equipment as well as interoperability extensive vendor activity, new hardware/software
among data processing configurations. This paper announcements, the IEEE standards committee for LAN,
presents the results of a performance analysis of a typical and the intensive advertising campaign in the mass media.
environment to which both of these factors contribute. The technical and scientific literature is flooded by
The environment includes a variety of line speeds and articles with the main controversial issues being the
protocols and access is made to remote data bases and transmission method (baseband versus broadband/RF) [4],
hosts. [3 and network access scheme [6), [7]. Most of the

The network carries messages, packetized to the analytical work is dealing with performance comparisons
optimal packet length and transmitted via the CSMA/CD [8), [9) of the various proposed channel partition
protocol (Carrier Sensing Multiple Access/Collision methods, in particular the two that have been blessed as
Detection). End-to-end delay -and access delay of the IEEE standards by the LAN committee, Carrier Sense
CSMA/CD protocol, is studied. It is shown that for a Multiple Access with Collision Detection (CSMA/CD) and
realistic traffic mix, the principal contribution to end-to- the Token Ring [10].
end delay arises from the queueing and NIU processing.

Sensitivity of the performance of the LAN to The 97% channel utilization capability of
variations in the number of users and the traffic volume is ETHERNET reported by Shoch and Hupp [11] , completely
investigated. This analysis yields the result that end-to- ignores the processing time at the Network Interface Unit
end performance is not sensitive to significant increases (NIU), the interaction between the CSMA/CD access and
(up to a factor of 6) in the number of users and the higher level protocols, buffer management at NIU, and
associated traffic volume above the relatively high the nodes speed mismatch. Watson [12) performed
volumes used in the reference scenario, simulations of two CSMA/CD type networks with

different methods of buffer management and speed
mismatch and concludes that network performance is
stongly dependent on these factors, sometimes reducing
utilization to less than 50%. In [13] , we presented a
detailed modeling of two microprocessor architectur's for

1. INTRODUCTION local network interface adapters and analyzed their
impact on throughput/delay performance on end-to-end

Recent developments in intra-building or intra- (ETE) character transfer. Our studies showed that the
campus communications indicate that local networking is main limitation to LAN performance is due to the
taking a path distinct from traditional long haul interface processing and qeueing, while its sensitivity to
communications and computer-to-peripheral data bases, the coaxial cable speed and access protocol is rather
The unique environment of local networks in terms of limited.
geographical dispersion (from 100 meters to IC Kin), In this paper, we do not attempt to model closely
transmission speed (between 9 Kbps to 50 Mbps), the NIU architecture at the microprocessor level. Having
unregulated environment and support of dissimilar devices established in [13] that the bottleneck exists on tht
and protocols is summarized in [I). Interoperability protocol processing and the Packet Assembly/Disassemblya.ng various user requirements is the key factor to the prtclpoesngadtePce ssml/iasml
amongevrioususerrequirements ool tr s the y tos r the (PAD), we assess at the macroscopic level the ETE delays
development of local networks, often imposing the major for a multiple applications scenario, typical of an office
cost and performance constraints instead of bandwidth, aoatinenvi on ThenaUio cl as a siewhic wa thetypcal care comodty i a ore automation environment. The NIU is mode!ed as a single
which was the typical s.arce commodity in a more serv-r queue, where messages are input from a Data
coniventional commnications environment. Terminal Equipment (DTE), (e.g, a TTY, a minicomputer

From the early R&D efforts in Local Area Networks port, a. word processor, a digi.al FAX machine),
(LAN), it became apparent that less controlled random packetized appropriately and transmitted to another NIU
access methods could be very efficient for high-speed via the CSNIA/CD protocol. Both packet and message
broadcast media. This led to the Carrier Sensing Multiple delav- ere analyzed among various types of DTE's. Before
Access protocol with Collision Detection (CSMA/CD) as proceeding in describing the mathematical models and
first introduced in [2]. In parallel, experiments showed presenting the experiments, we establish in a rigorous
that off-the-shelf cable TV technology represents an manner the delay definitions:
excellent vehicle for implementing broadcast LAN [3].
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CHI6"79.0O1.l00009 S0075 C 1981 IEEE



Packet Delay: From the time the first oit o! The aggregate class i packet arrival rate summed
a packet is ready to be sent over all DTE's transmitting class i packets, is denoted by
at the source NIU to the tine \ i. It follows that the total cumulative packet rate S,
the last bit is received at the normalized to TI is
destination NIU. '

Message Delay: From the time the first bit of S =T Z Al

the messaRe is ready to be
sent over the source DTE
access channel, to the time S is related to the total offered packet traffic G,
the last bit of the message is including retransmissions due to collisions and busy
received at the destination conditions, as ,DTE.

Ge-aG
(A message is typically chopped into several packets S Ge=
which may be interleaved as they travel through the (X *a)Ge - aG + ( . aG)(I -e-aG)2 . I
network).

In what follows, we first introduce the models for where X is the packet length, weighted by the class mix
the packet and the message delay analysis. We then and normalized to TI:
describe the data-base of the office building scenario and "
subsequently present results and sensitivity analysis. Xi Ti

2. MATHEMATICAL MODELING X

A) Packet Delay Analysis

The packet delay will consist of the transmission The packet delay per class i will be
time the packet spends in the coaxial cable and the waste ;0

and back-off delays due to busy condition or collisions. Di = (A1 + A2 + A3) TI
We follow the approximate CSMA/CD analysis presented wh
in [14], adapted to reflect various classes of packet en Aj is the waste due to collisions, A2 the dead time
lengths depending on the application type. due to the back off algorithm in case of collision or

carrier busy and as the propagation and transmission time
Let T i be the transmission time of packet class i, (all normalized to TI). It can be shown that

(including all link level overhead) and y be the propogation ,

delay (in nsec/ft). Then the normalized propagation delay A l = N 2 (N . a)
relative to packet size of class I is

N2+2 RIy.L A2 = 1 -2 (2 N I N

a TI TI
TI A Ti

A3 a.

where L is the maximum cable length. This assumption is TI
a pessimistic one, since it implies that all packet
transmissions will encounter the maximum possible where
propagation delay. W eaG

W -G - ae-aG (the waste due to collisions,
Figure 1)

G
N =

- - (the average number a packet
S has to back-off)

T, -I N2 : (I + aG) e-aG - I (average number a packet
collides)

- I , R 1, R2 are the mean retransmission intervals in
case of busy condition, or collision in which case the

". 2-,7/Z/ ,/ __"___,______binary back-off algorithm is applied as in [2].

AfROAL Of R) Message Delay Analysis
COLLlKCMG PACxT

This delay will consist of the serialization delay at
the DTE port, the protocol execution time at the source
and destination NIU, the CSMA/CD packet delays as

FIGURE 1: ILLUSTRATION OF THE AVERAGE WASTED computed above and queueing delays at the source ( a

INTERVAL DUE TO COLLISION W packet waits to be transmitted) and destination (packets
wait to be reassembled into a message to be transmitted
over the serial DTE port).
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Several types of DTE's will be considered, each
transmitting or receiving various classes of messages.

_ UESSAGE

LDi (1, k) The ETE delay of message class i MESS -- SOURCE PORT
from a DTE of type j to a DTE of
type k EWR

TN Protocol execution time (COAXIAL BUS)

Di Packet delay due to CSMA/CD
TR1 (j) Class i packet trar.smission time T L

and type j DTE ..E

Mi Average number of packets per A. SOURCE PORT SPEED > DESTINATION PORT SPEED

message of class i

QilN() First packet queueing of class i
messages on access queue of DTEO type j port

QiOUT(j) Packet queueing of class i, at E
destination queue of OTE type j SOURCE PORT

h ort .NETWORK

' ; COAXIAL EUS)

In case the source DTE is a low speed DTE or host ( IIUS)

connected via multiple parallel ports, then iN(j) DESTINATION
since no queueing is practically taking place at these EE DELAY
access ports. For DTE's connected via a high speed port, E L
the NIU may have to buffer incoming messages to avoid
overflow. To compute QiIN(j), we note that a message S. SOURCE PORT SPEED( DESTINATION PORT SPEED
will be input to the NIU as a whole. Thus, the M/M/l
formula on a message basis can be used (assuming Poisson
message arrivals and exponented message length) to FIGURE 2: ILLUSTRATIOM OF ETE MESSAGE DELAY
compute the message queueing reflected at the first
packet. 3. REQUIREMENT ASSUMPTIONS

At the destintion DTE packets belonging to a
message, will not follow one another at regular intervals The models above have been used to evaluate
and may be interleaved with other message packets. We deJay/throughput characteristics for a typical office
assume that received packets are Poisson distributed and building LAN. The maximum length of the single coaxial
have exponential length. Thus the M/M/I formula on a cable was assuimed 5,000 feet (enough to span a 20 story
packet basis can be used to provide QiOUT(j). average office building). The LAN was assumed to

support 1,000 terminals, 10 minicomputers, 25 word
To compute the ETE message delay we distinguish processing centers (each including several CRrs and

between two cases. floppy disk drivers), and 20 digital FAX units.

Case I - The delay bottleneck occurs at the Communications with the outside world were supported
destination NIU. This will happen if the source channel via a high-speed gateway (1.544 Mbps) to some long-haul
speed is higher than the destination channel speed. In this T ! - rate line.
case, the message delay will be dominated by the packet In Tables 1, 2, ane 3 we summarize the device
quetseing and transmission time at the destination DTE characteristics and the Traffic volumes they feed to the Z.
port, M, rQjOUT(k) . TRi(k)]. Other components to the network, the message types and the routing of messages
ETE delay include message protocol processing 2TN, the both internally and to the gateway. Note that traffic
CSMA/CD delay D i and the first packet queueing and numbers are purposely exaggerated. For exarpie a CPTterminal is assumed to generate 120 messages/hour, each
transmission over the source port, as illustrated in Figure message approximately consisting of 40 characters. This
2a. It follows that corresponds to an operator being able to type So

characters/miin. continuously without waiting for a
D i (j, k)Q QiIN(j) + TR i (j). 2TN + Di + response! Similarly the number of devices in the building

* Mi [QiOUT(k) . TR i k] exceeds current office automation needs.

Case 2 - The delay bottleneck is the source NIU.
This occurs if the source channel speed is lower than the 4. NUMERICAL RESULTS
destination channel speed. Here the message residence
(ETE delay) will be dominated by the transmission time at The packet and message delay analysis were
the source port M i TR i (j) as in Figue 2b. Thus implemented in a computer package called PLAN

(Performance of Loral Area Networks). This program
Di (j, k) QiIN(i) + Mi TRi (j) + 2TN * D i * accepts as Input a Data Base on requirements in a format

Q iOUT(k) . TRi(k) similar to Tables I. 2 and 3 and outputs packet and* [message ETE delays per device-type pair.
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TABLE 3: ROUTING ASSUMPTIONS
TABLE I: DEVICE CHARACTERISTICS

From To
Access Message

Device Type Number Speed Rate
(Kbps) (Msg/hour) WP GW, WP (50%, 50%)

TERMINAL GW, MINI, TERMINAL (75%, 12.5%
12.5%)

1. Gateway (GW) I 1,544.0 * FAX GW (100%)
2. Word Processing 25 9.6 120 MINI (file XFER) GW, MINI (70%, 30%)

3. Asynch. Terminals 600 1.2 120 MINI (other) TERMINAL (symmetric to other

4. BSC Terminals 400 9.6 120 direction)

5. Mini Computers 10 (* *) (* .) GW FAX (3 times the other direction)

6. Low Speed FAX 10 1.2 5 GW MINI, TERMINAL, WP (symmetric)

7. High Speed FAX 10 9.6 50

T Two classes of experiments were performed using
(.) The gateway traffic is evaluated from the message PLAN. The first class included studies on effects of

routing information (Table 3). network load, cable speed and packet length to the packet
access (CSMA/CD) delays. The second class consisted of

(.0) Two configurations are considered: experiments on ETE message delays and their sensitivity
to various factors.

(1) Multiple Parallel ports per mini

- File transfer ports at 56 Kbps, A. Experiments on Packet Delay

generating 5 messages (files)/hour. In Figure 3 we plotted the average packet delay for
the data-base of section 3 (hereafter referred to as

Asynch. ports at 1.2 Kbps. The message reference scenario) under various packet length choices.
volume to/from these ports is computed Very small packet sizes (less than 2 Kbits) result into
from the routing information, considerable message fragmentation and consequently

large protocol overhead. On the other hand, larger packet
- BSC ports at 9.6 Kbps. The message sizes result into unfairness (a single packet will take over

volume totfrom these ports is computed the cable for a prolonged time), need for large buffer
from the routing information, sizes and incompatibilities with the device access method.

Thus, the optimal choice for a packet length as indicated
(2) Single Multiplexed port at 128 Kbps. in Figure 3 is 4 Kbits above which no significant

performance improvement is achieved. Note that if a
rresage is less than 4 Kbits it will form a single packet
for transmission.

TABLE 2. NETWORK/TRAFFIC PARAMETERS PACKET DELAY
(NORMALIZED TO ITS
TRANSMISSION TUDL

Packet Header 256 bits sM
Cable Capacity I - 10 Mbps
Cable Length 5000 feet 40

Retransmission 10 Packets
Protocol Processing 40 sec/bit (*)

301

Message Class Length (Information Kbits) 3 ANDO 0 MOPS

20
Terminal Input 0.48
Asynch Output 2.00 (04) MSPS
BSC Output 5.00 (0) 'O 5
Word Processing 16.00

File 200.00
FAX (page) 1,000.00 4-_ ___ __ _--

5 IO 1S PACKET

OPTIMAL PACKET LENGTH

As assessed in I1J • SIZE, 4 KrYTs

00 The output to the terminal will be much larger than CABLE SPEED&. 3 AND 10 MOPS

what the operator types in, FW.URE 3: EFFECT OF PACKET LENGTH (INFO BITS)

0:; TIE AVERA.E PACKET DELAY
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In Figure 4, the packet delay is given as a function Note that the LAN technology can offer a
of the aggregate load, varying up to 3 Kbps (the cable multiplicity of the 3 - 10 Mbps capacity either via
capacity). Our reference scenario, generates internetting among various coaxial cable structures or by
approximately 300 Kbps. Thus the cable is utilized only exploring the virtually unhimited capability of RF
at 10% and the margin for growth, insensitive to packet frequency division multiplexing in the VHr/UHF CATV
delays, is up to 65% utilization (2 Mbps). This bands.
demonstrates that the access method is not a significant
factor to delays under a wide range of overload scenarios.
Note that our reference scenario is by far exaggerating

* traffIic volumes in a typical offIice building.
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B. Experiments on Message Delays
ETE MESSAGE DELAY (SEC)

In Table 4 we depict the ETE message delays under
the parallel-port and single-multiplexed minicomputer
attachment (as expected, the single high-speed port at
128 Kbps performs better than parallel ports although the 30

basis af comparison is rather weak). Note that delay can
be rather large (of the order of minutes) due to the device so 10 MOPS
access speed and queueing. This is further demonstrated
in Figure 5, whereby queueing at the access port of Word so W-WP
Processing centers (WP) results into considerable delay
degradation as message rate increases. Again for our 40
reference scenario, and its vicinity, delays are rather
insensitive. In Figure 6, we show the dramatic effect of
the single-multiplexed port speed on minicomputer traffic
as it results from the reference scenario.

Subsequent experiments showed that there is no to

significant sensitivity on the number of devices, assuming 1 /3 MOPS
that the aggregate load remains constant. 10- 1 L _.--'CS--Bs o.C

5. CONCLUSIONS 0 " c---ec
1000 2000

REFERENCE MESSAGE RATE PER wP-TERMINAL
In summary we conclude that the CSMA/CD access SCENARIO (MESSACES/OUR)

delay is of the order of miliseconds, orders of magnitude
under the message ETE delays. These are due mainly to
limited device access speeds and queueing at the serial
port at the DTE-NIU interface. Furthermore, it was FIGURE 5: EFFECT OF MESSAGE RATE ON END-TO-
established that coaxial cable LAN's can support
extensive office automation requirements up to six times Er;D MESSAGE DELAY: WORD PROCESSING
a reference scenario, already overloaded without any AND BSC-ASYN TERMINALS
significant performance degradation.
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PERFORMANCE EVALUATION OF INTERFACE UNITS FOR
BROADCAST LOCAL AREA NETWORKS

Basil S. Maglaris * Tsvi Lissadk

Polytechnic Institute of New York ConTel Information Systems
Brooklyn, New York Great Neck, New Yor'k

ABSTRACT Various design issues have been raised by LAN

vendors and users. Mainly concerning access protocols,
This paper deals with analysis and design issues network topology, and transmission technology. On

encountered in the development and evaluation of access protocols, extensive study have demonstrated
microprocessor-based interface adapters to broadcast relative merits of the two prevailing techniques, CSMA
carrier sensing multiple access (CSM4A) local computer with collision detection and token passing, e.g. ] , W
networks. Queueing network models are presented and [6] , and [7] . Among topological designs, bus (tree)
approximate analytic techniques are used to obtain networks are preferred for CSMA protocols and rings
throughput/delay measures associated with the for token passing. Finally, a major "dichatomy" on
interface processors. transmission technology exists between modulated RF

In the first part of the paper, the protocol broadband cable transmission (employing
partition issue is studied as it is implemented via two CATV components) and baseband tapping on a passive
stage architectures. It is shown that off-loading link coaxial cable. All the above issues could be classified
level functions to the terminal end CPUs. improves as referring to the lower protocol functions which refer
dramatically the system throughput versus partitions to the physical layer in the ISO model [] . As a
between separate intelligent boards at ,lie terminal and consequence, the IEEE LAN Standards Committee [91
the network ends of the interface unit. In the second came up with a draft proposal which includes all the
part, a closed queueing network model is used to study major physical layer options (e.g. bus, CSMA/CD, ring -
the interface throughput under window flow control. It token polling, bus - token polling) and builds link and
is shown that the main limitation is due to protocol network level standards independent of the physical
processing, while performance is unaffected by layer. This recognizes the fact that other protocol
parameters referring to the network overall utilization issues may become more important than the acceis
and speed within a wide region of operation. method and transmission technology, especially in view

of the ample bandwidth (high speed) available in LANs.
1. INTRODUCTION Immediately related to the protocol function in

LANs is the architecture of the network interface unit
Local area networks (LANs) are rapidly emerging (NIU), within which most of the the lower layers are

as a major and distinct class of implemented. These multiple microprocessor units
computer communications networks. Their salient have to interface a variety of data terminal equipment
characteristics make them particularly attractive as an (DTE), including high speed terminals, multi-vendor
efficient and economic solution to high speed, hosts, etc. They differ from conventional
unregulated connections within a limited distance communication processors, especially on the very high
geographical area [11. From the early R&D efforts, it output speed (e.g. 10 Mbps) to be achieved at a cost
became apparent that random access protocols could be justifying their existence. For example, on a per p . :
more efficient for high speed broadcast media over basis an NIU supporting asynchronous terminals (DTEs)
conventional contention resolution techniques used in should not exceed the cost of a short haul modem.
long haul networks. This led to carrier sense multiple It was long suspected that throughput analysis
access protocols (CSMA), such as the Ethernet access - ignoring processing times at the NIU and interaction
scheme (2], employing collision detection and the between higher level protocols failed to identify
hyperchannel access method [3] , a hybrid between potential bottlenecks, more severe than the limits of
CSMA and polling. Another class of access protocols the access schemes and the medium speed. As an
use token passing techniques, a variation of hub example, the 97% Ethernet utilization reported in 110]
polling 41. ignores the limitations of the NIU architecture. On the

other hand, simulation results on Ethernet type
networks with different buffer management and speed
mismatch iI] , showed that network throughput is
very sensitive to those factors, sometimes reducing

utilization to less than 50%. In [12] we presented a
detailed queueing network model of two microprocessor
architectures for interfacinp clusters of terminals to a

* This work was supported in part coaxial catle based CSMA/('D network. Using queuc;ng
by the USARMY SECOND, CENCOMS under network modeling and sinikir analytical methods used
Contract No. DAAK-80-80-K-0579 in performance evaluation of computer systems, we
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studied the effert of the NIIJ on end-to-end ctaracter F ....

transfer. Our studies showed that the ,nain limitation I
to LAN performance is due to the intrrfact prOcesinp I

and queueing, while its sensitivity to the cable speed f
and access protocol is rather limited. In LI 3 we[
further demonstrated via approximate analytic tools. L -- I

that for realistic off ie automation scenario, the delay
bottleneck exists at the DTE/network interface. t

These studies, apart from identifying a serious
performance limitation, helped us to acquire a valuable YR ,

analysis/design tool to study NIU ar,.hitectures. Their
variations in the design variables predict weak links ano
often system parameters which are important to the
evaluation of network performance. In this paper, we
first summarize the trade-off between the two
architectures studied in [l4 . It is shown that clearly
one class of NIU designs is superior to the other. An
improved architecture (within the best class) is then
outlined and an analytic tool is presented to model and 7, T[W

evaluate the performance of such designs. Finally,
sample numerical results are provided, along with FIU' GINEnAJ. 101, LAYOUT

sensitivity studies on NIL' throughput and delays or 2.1 NIU Modeling
functions of critical processing times and protocol
parameters. In order to analyze the performance of the two

2. TRADE-OFF STUDIES ON TWO NIU architectures, we modeled each CPU board (the TIUs

ARCHITECTURES and the TRU for NIU-A) as a central server network
with priorities and feedback passes through the central

In most implementations, NIU's consist of two queue. The internal parallel bus of a CPU board, wh; h
basic units: (1) the terminal interface unit (TIU) and (2) is exclusively required at every processing pass, is the

the transceiver unit (TRU). The former serves the user commodity" for which requests are queued-up. As an
end of the interface, while the latter the network end. example, consider the TIU queueing model for NIU-A as

In our model we assumed that each NIl includes up to give in Fig .2. Packets from the terminals enter the

four TIU boards; every TIIJ can service two to eight Our
FDX ports at speeds up to 9.6 Kbps, as shown in Fig. I.

Each TIU has a dedicated 8 bit NMIOS microprocessor %
with a I microsec minimum instruction cycle, like 8085, A'

6309, or ZS0. The TIUs and the TRU are
interconnected via a parallel master bus, having a speed T Tft-,

equal to the coaxial cable transmission speed (4 or 10
Mbps.)

The two architectures referred to as architecture
A and architecture 8, differ at the TRU block:

(a) Hardware

Type A TRU has a CPJ and memory on J

board, which controls the DMA transfer PIGUOE T N oMoeL. U.

to/from the TIUs and an HDLC LSI chip
controller, serviced by the CPU. BIU at rate kin and after experiencing the serialization

delay Din hold the parallel bus for the duration of the
Type B TRU has no CPU or memory on input interrupt processing. A second pass through the

board. The DMA transfer to/from TIUs are bus models the PAD processing functions and then
controlled by the TIUs and an arbitration packets reside in RAM waiting to be fetched by the
logic. The frame functions are performed DMA controller. If the DMA transfer is done on cycle
by MSI hardware (such as CRC and flag stealing, it will be transparent to the bus functioning
generations, carrier sensing, etc.) apart from slowing down background processing.

Otherwise, the DMA transfer is modeled as a third pass
(b) Protocol Level Partition with pre-emptive priority over background processing.

Similar passes will occ,,r on packets routed from the

In NIU Type A, all physical, link, and partly TRU to one of the TIU serial ports. For a detailed
network level functions are pi formed by specification of the packet flow in the various stages
the TRU with the TIU performing only and the processing times of each pair through the
packet assemblyfdismssenbly (PAD) central server the reader is referred to [i I]
routines. In NIU type R, tre TRLI is ,ner,.ly To integrate two various stages into the NIU
performing physical level functions (except model, two approaches are taken depending on the

the backoff timer) and no link functions, architecture: -*

394



For NIIJ A - the qtieueing net,*orks representing
TlUs and TRIJ are interconnectz'd via a polling
mechanism which simulates the DMIA controller, s

as in Fig. 3-A. /

For NIU B - the TRU is modeled as a FCFS queue I
with service rate equal to the coaxial cable speed.
The server will be disabled (switch in ofl position, .2

Fig. 3-B) if the carrier on the network is sensed . . 01
busy. The BIUs/TRU coupling via arbitration is 0 "sflsRu
also modeled as a FCFS mechanism. Is'
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2.2 Results and Conclusions
Another interesting study concerns the sensitivity

The models were used to run experiments and on NIU throughput and delay frcm variation of the
perform sensitivity studies. When the two network (coaxial cable) utilization. As seen in Fie. ".

architectures are lightly leaded, they provide similar the NU performance is almost insensitive to network
delay performance. As traffic increases NIU-A utilizations from 10 up to 43%. Higher utilization-,

9 saturates at the TRU CPU for link level processing. result into excessive carrier busy and collision
For NIU-B, saturation occurs due to contention among conditions and the performance of the system degrades. :6
TIUs to access the TRU pipeline. In conclusion, it appears that the main imitation

For the set of parameters used and for packets on LAN performance is due to interface processing and
including only I character of information (10 bits), the queueing, while its sensitivity to the cable speed and
analysis showed (Fig. 4) that NIU-B saturayed at access protocol is rather limited. Furtherore,
terminal traffic of 3,000 characters/min whereas NIU- performance is greatly affected by the protocol
A saturated at 150 characters/min only. Clearly, NIh- partition among TIU and TRU with bottlenecks arising
A suffers from the separation of link protocol functions if the three lower layers (physical, link and rietwok)
between TIU-TRU in series and the single TRU is the are alioca,.d in both ends. A pipeline TRUI require_
bottleneck of the system. NIU-B achicves the highest customized hardware and lacks the flexibility in
possible degree of parallel processing among TIUs, with adapting to different access protocols throughi
the TRU acting as a mere transceiver. Thus results the software, but exhibits impressive improvement on the
13-fold improvement over NIU-A. The single character NIU throughput. In the next section, we show ho, to
per packet requirement was imposed from real echo approach the modeling and analysis of a more
FOX specifications and rendered throughput ralculation sophistic3ted version of NIU-R. not !imited to singl'
quite pessimistic. The results, however, are very useful character packets and incorporating window 1!.w A114
for comparative purposes. control to keep memory sizes within reasonable limits.

395



*

3. ANALYSIS OF AN IMPROVED NIU field setting. The completed data packet, with its "TIU
ARCHITECTIJRE header", Fig. 6, will then reside in RAM, awaiting for

DMA transfer. The TIlJ processing time will be given
The trade-off studies reported above approximately by the linear formula.

demonstrated the merit of offloading the TRIJ from all
link level functions, except those performed by TIU Processing = p - q- N
hardware at the speed of the network (CRC checking,
flag generation and incoming packet address filtering). Where p is a fixed processing time per packet, N
The models, however, were of limited practical use. is the number of informati-ri byte per packet and q the
since they assumed single information character per interrupt prucessing time per bit. Typically, q = 0.01
packet and did not model flow control techniques at the msec/bit and p = 10 - 70 msec per input data packet or
network level, in order to alleviate buffer overflow and p = 5 - 35 msec for ACKs and output packets. Here,
speed mismatching. In what follows, we will highlight input refers to the DTE-to-network direction and
an improved NIU architecture which implements output to the network-to-DTE.
variable packet sizes and end-to-end flow control.
Then we present a queueing network model and an C * Rc U m OVIWIIAC

analytic technique to obtain throughput/delay
measures. The analysis is applied to study 'U
maximum throughput and its sensitivity to various
design parameters.

I I A C inFO ?m OVERHEAD

3.1 Architecture and Simplifying Assumptions T_ ~ t,M. . 1.1
£OL A6.n tW")2

We consider an NIU interfacing data terminals to c C", .Fsais",,d*,I

a broadcast CSMA cable. As before, the NIU consists o ,I W . W 0 Was1S)

of a number of parallel TIU CPU boards (up to four) and M. PACKET o MAT #LEVELS 1 -2

a TRU with no CPU or memory on board. The DMA
transfer between TIUs and TRU is performed via Terminal data are packetized upon occurrance of
arbitration on a master bus at speed equal to the either of the following events:
coaxial cable speed (typically 10 Mbps). Cycle stealing
is assumed although burst transfers could be modeled as (I) carriage return of other control character.
well. (2) buffer space full (typically 2048 bits)

Each TIU provides a number of serial ports for (3) no new character arrived from a DTE within
terminal interfacing. Typically, the number of a certain window
terminals supported per NIU varies from eight 4.8 Kbps (typically 10 to 50 msec.)
terminals to four 9.6 Kbps and one 56 Kbps high speed
DTE. As in Fig. 5, a task queue controls the CPU In the case of terminal-to-computer interactive
processing from the 1/O interrupt to packet mode, which is the basis of our model, the information
assembly/disassembly, address formation and control field of host response packets is usually ten times

longer than a terminal query. In our analysis, we
assume that terminal packets are exponentially
distributed with mean 10-100 bits (1-10 characters) and
response packets are exponential with mean 100-1000
information bits. These numbers are consistent with
measurements on 5.6 Kbps terminals performing
interacting computing.

r1U The DMA cycle stealing mechanism is assumed to
slow down the CPU activity by a factor of 30% during
actual data transfer. We ignore DMA controller turn-
around and initialization tines by assuming that each
DMA transfer direction is associated with a separate
DMA channel. Hence reinitialization is done during

TRU transmission on the opposite direction. It may be
desirable to have direct memory access between
adiacent TIU's and implement memory shared parallel
processing. This option is not incorporated in our

8 present performance analysis.
Date packets (including the TIIJ 40 bits overhead.

Fig. 6), are processed at the TRU, where
synchronization bits, flags and CRC bits are generated
at the coaxial cable speed (1-10 Mbps). The TRU
ovw -ead (48 bits) is illustrated in Fig. 6. The TRU is

r U responsible for sensing the carrier, deferring
transmission upon busy condition and retry after a
random retransmission period. In otir analysis, we
assumed that the random interval has mean 5 msec. No
collision detection was modeled although it could be

viom,$ KVGl51Su oN,"O .,,1,VIO ISI ,. simply incorporated in the model.
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Collided or otherwise destroyed packets would be
detected via the acknowledgement mechanism. of the
link protocol. In Fig. 7 a logical link is established
through the network between interacting DTEs. On

* that link, reliable exchange is guaranteed by an
acknowledgement (ACK) mechanism. Each query CP
packet (or group of packets) is answered by a special
ACK packet (or negative ACK in case of error or
collision) or an ACK bit piggybacked on information IMMR&TOR
packets flowing in the opposite direction. The window
is the maximum number off outstanding packets
awaiting ACK's. In this paper, we considered only the
case of window size one. In other words, the protocol is
a stop-and-wait scheme, whereby no packet is .
transmitted until the previous one is correctly
acknowledged. Negative acknowledgements would
result in retransmissions of the same packet. We
assumed that the delay to receive a negative ACK,
automatically introduces the random deferment needed '0 ,,

in random access schemes. Retransmitted packets
follow the same route from the TIU RAM to the TRU 3 oA 0.

transfer via DMA. The assumption of a single packet ,4 ,oL4, W. 
window limits the maximum throughput )f the system. _ _ _ _ _ _ _ _ _

It is however a simple technique, especiai ? suitable for 01UM IUal UMC NoL
interactive applications where the netwt.-k induced case of heavy users who do not wait for a response to
delay is orders of magnitude smaller than user think generate a new query. In some interactive
time and query processing at the host end. An environments, users do not fill the interface buffer
extension to larger window sizes can be easily derived until they see the echo from the previous packet. In
using the same modeling methodology. such case, the "idle" time includes serialization of input

and output characters, and user think time. Due to this
excessive delay, piggybacking ACK's is impossible and
stand-alone ACK's are used. In our analysis we
assumed heavy terminal users and mostly piggybacked
ACK's in order to study maximum thoughput scenario.

* Obviously, maximum throughput is achieved when there
tis always at least one packet ready to be transmitted

upon receipt of a response and the pure delay at the
terminals is zero.

The CPU processes a mix of packets consisting of
3, ACK's, input and output packets. It's service time is

slowed down due to the DMA cycle stealing.
The control queue, serves all "ready" packets.

* Due to the FCFS nature of the DMA arbitration

',SIM O4JO LOCAL - - -- mechanism, we include all TIU RAM's within a single
buffer, although this is not physically the case. The
same mix of packets are served as in the TIU CPU, with

9DAUM? Ei.T04 Aro Prate equal to the DMA transfer (or the coaxial cable
speed). However, due to the CSMA protocol, the server

3.2 Queueingt Network Model is modeled with an ON/OFF switch, representing the
unavailability of service when the carrier is sensed

The NIU architecture is modeled as a closed busy. The switch will increase the effective service

queueing network using the methodology outlined in rate by introducing retrial intervals weighted by the

(I4] . The finite population of "lobs" travelling within probability of busy condition (see Appendix 2). We

the network, equals the number of terminals connected assume that the reserving iterval is random with a

to the NIU. These jobs will be either packets under mean of 5 msec.
processing at the TIU CPU, packc:% waiting to be Upon completion of service at the DMA queue,
transmitted, ACKs travelling back to the NIU, host host responses and ACK's are sent back to the CPU. As
originated responses to be transmitted to the terminals, explained above, a user data packet will generate either
or "permits" at the user terminals, whereby a response a negative ACK on collision or a positive ACK
has been received and the terminal is either in the (stand-alone or piggybacked within host response
process of serializing a new packet or simply in a packets). ACK's will be generated at the destination
"thinking" state. Each user has a corresponding "job" in end after a delay equal approximately to C 5.315
one of the above states. msec. Host response packets will be either

In Fig. 8, the queueing network is illustrated for immediately transmitted (if they already wait in RAM)
two TIU's per NIU, each interfacing two terminals. The or need to be generated after some random "idle" time.
terminals (small circles to the left), have a pure delay In Fig. a, ACK generation and host response times dre
associated with them, representin K the lime needed to modeled as pure (non-queueing) delay elements. For 0
input a new packet, when no other packet from this maximum throughput studies, we assumed that all
user waits at the TIU buffer. This delay wdll be zero in positive ACK's are piggybacked on hoit padket ready 1o
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be transmitted. Thus in heavy trJffir scenario, To z y (except 'hanges on the packet sie which are 3ss ined
0, or users and hosts genera.t, p, kets within the time to be universdl). This is a reasonable dsinption for a

delay of the flow control window, broadcast LAN with 200 NIUs connected to it, each
An exact analysis of the closed queueing network with different throughput. The s and a parameters

of Fig. 8, cannot be obtained due to the were taken as:
non-exponential mix of queues I and 2. Reasonable
results may be obtained via the FCFS approximations in s = 22%
mean value analysis found in ('15] . The network is a a = 1.35 microsec.
multichain model, where each T111 board corresponds to
one chain with chain population equal to the numOer of In Fig. 10, we present the NIIJ throughput and
terminals per TIU. In Appendix I, we provide further delay variations, as the terminal and host "idle" times
details on the analytic technique as implemented for vary. Note that by NIU throughput, it is meant the
the single chain (one TIU/TRU) simplified version aggregate amount of information bits/sec flowing in
reported in 3.3. both directions. By NIU delay, we mean the additional

time a terminal generated data packet has to wait for , p
3.3 Numerical Examples transmission due to NIU processing. It is apparent from

the figure, that maximum throughput values are
The modeling and analytic technique presented in obtained with very short idle times (packets always

3.2 was implemented for a single TIU per NIU wait in memory to be transmitted as soon as the
configuration as in Fig. 9. Several parallel TIU's per window opens). The effect of the TIIJ processing time
NIU can definitely be studied as well, but since most of p, is dominant in heavy traffic conditions. Ais idle
the existing LAN interfaces do not support such times increase, the throughput is limited by external
parallelism for cost considerations, we preferred to factors rather than the NIU bandwidth. Similarly ,
limit this study to presently relevant architectures. delays depend critically upon p.
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A highlight of the algorithms used in our analysis .-

is given in the two Appendices. Our design parameters
were set initially to the values reported in 3.2; more
specifically we assumed:

Number of Terminals per NIU: U = 4 "" 70 41
Cable Speed: C = 10 Mbps
nu Data Packet: Xin = !00 bits
Output Data Packet: Xou t = 1OO0 bits

TIU Overhead: 40 bits _ _ _ _ , _ _

TRU Overhead: 44 bits is n 3 61 OL ?Wes
Processing Time per Input Packet: p = 10 msec 8 -. M ,Is$ b o, ,OTon.. f~c

Processing Time per ACK/Output Packet = p/2 I
Interrupt Time per bit = 0.01 msec FO 10 MU T,,ouc FUTIO LA CUMs

Carrier Resensing Delay: 5 msec
DMA Cycle Stealing Fraction: 30%

To assess the CSMA ptrameters, we also need the
network-wide cable utilization s and the cable
propagation delay a. We assumed that these were not
affected by the individual NIU traffic variations
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Network parameters were shown to have a
minimal effect on NIU throughput. Sperifi-ally. with Ulu I'OUQNPU,

cable speeds I Mbps and 10 M bps. maxinunm throughput Fl
values were 46.46 Kbps and 47.06 Kbps respectively, for
the same network utilization. In Fig. II, we plotted
the maximum NIU throughput versus network
utilization. For utilizations less than 50%, NIU
,performance was basically insensitive to s. The
instability at utilizations higher than 60%. is due to the
CSMA saturation.
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Finally, in Fig. 12, we studied the effect of associated links, with the tranceiver performing basic
packet sizes on NIU throughput, NIU delay and transmission functions in hardware, achieves a high
"round-trip" delay (the time elapsed from closing the degree of parallel processing and alleviates the control
window at the terminal NIU, till a response on ACK bottleneck.
from the host reopens it). It is important to note that The second part of the paper, dealt with modeling
although the throughput increases with the packet size and analyzing an improved NIU architecture. The
(since more data bits experience the fixed processing window flow control of the end-to-end link was
time per packet), the curve approaches some limit, modeled via closed queueing network methods and
whereby the bit interrupt processing and cable approximate analysis were performed. It was found
transmission delay offset the advantage gained from that the NIU throughput was very sensitive to the
larger packet sizes. Note that the packet size is mainly protocol processing delays, where as cable speed and
limited by other considerations, such as buffer size and utilization do not have any obvious effect in normal
packetization latency. operating conditions. An important design parameter

(apart from the CPU speed), is thu packet size with the :,
6. SUMMARY OF CONCLUSIONS trade-off being between throughput and buiter size.

The above results were obtained for a simple NIh
A conclusion consistent with experience of LAN architecture (one terminal interface unit per MIU) a-id a

users and vendors is that the network parameters do not stop-and-wait (window 1) pretocol. Immeiiate
greatly affect throughput/delay performance, if the extensions, include rmore than one paraliel boards tcr
cable is utilized below saturation (e.g.. 60%). The NIU and window sizes greater than I. Further area-: of
limiting factor in most cases reside at the interface research, include modehng the sources (terminals) rnot..
unit, where bandwidth can be much lower than the precisely, assess quantitatively buffer size
network capacity to carry data. requirements and improve the approximate analsiis, on

In analyzing the internal NIU behavior, we first the FCFS non-exponential queues.
identified that protocol partition within the NIU is an
important design factor. Specifically, execution of the ACKNOWLEDGEMENTS
link protocol at the tranceiver unit by a centralized
CPU for all terminal interface boards, appear highly The authors wish to thank Mr. Nicole Di loric of
inefficient. On the other hand, an architecture the Polytechnic Institute of New York. and Nr. ltiioert .
whereby the terminal interface units control their Chin for the:r contributions to this study.
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APPENDIX I APPENDIX 2

Description of the Algorithms CSMA Parameters

In order to compute the first and second moments We used the pure CSMA throughput formulation
of the service times at queue I and 2, we define the as reported in [16]. It assumes that Poisson sources
probabilistic breakdown of the traffic mix and weight (NIUs) connected to the cable transmit packets of
means and second moments of various components length d sec at a rate S packets/sec. The packet
appropriately. As an example, for queue I, we have length is computed as the average among input, output
ACKs short (input) and long (output) data packets. and ACK packets. The cable propagation delay was

At queue one, the servmce time 7r1 must also assumed a = 1.36 microsec. If the total scheduled rate
include the , cycle stealing effect. Thus, if 7 is G (including unsuccessful and collided attempts) is
the service time without DMA overhead and UTRU is Poisson, the following formula applies:
the TRU utilization (fraction of time data are
transmitted or received). S e-aG__ = = Pr (successl

G G(2a + d),e-aG
I - 0.3UTRU the probability of collision, Pc is given by:

Here, the cycle stealing is assumed to comsune 
a G

30% of the CPU power. The utilization of the TRU is a c G&a d).eaG

function of the NIU throughput. This, however, is not
known a priority and an iterative procedure is used, and the probability of busy carrier Ps by
whereby an initial run is performed assuming UTRU= 0 S
and subsequently new iterations correct T1  until Ps 1 -Pc-
convergence is reached. In our numerical examples, the
procedure converged within 1-2 iterations. References

At queue two the service time T2 must i, clude
the effect of CSMA carrier busy delays. Let Ps be the I. Clark D., et al, "An Introduction to Local Area
probability the carrier is sensed busy as computed in Networks", Proceedings of the IEEE, Vol. 66, No.
Appendix 2 and Ds the mean interval at which the TRU i, November 1978, pp.1497-1517.
retries to sense the cable. If this interval is uniformly
distributed and 72 is the service time with Ps = 0, we 2. Metcalfe R., and Boggs D., "Ethernet, Distributed
have that Packet Switching for Local Computer Networks",

Communications of the ACM, Vol. 19, No. 7, July
7-2 - 71 + Ns D s  1976, pp.395-404.

E(T22) z E( 12) + 4 Ds2 N5
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